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We address the question of what are the molecular mechanisms providing discrimination between seemingly
similar counterions binding to various biomolecular surfaces. In the case of protein association with Na* and
K™ ions, recent works proposed that specificity of carboxylate functional groups interacting with these mobile
ions rationalizes the observed ionic discrimination. We probe in this work whether similar arguments may be
used to explain higher propensity of Na' ions to associate with DNA compared with K* ions, which was
suggested by our simulations and some experiments. By comparing our extensive molecular dynamics
simulations of Na* and K* distributions around a 16-base-pair DNA oligomer, [[CGAGGTTTAAACCTCG)],,
with additional simulations where DNA is replaced by a “soup” of monomers (dimethylphosphate anion), we
conclude that DNA specificity toward Na*/K* is not determined by the underlying functional group specificity.
Instead, the collective effect of DNA charges drives larger Na™ association. To gain additional microscopic
insights into the mechanisms of specificity on ionic associations in these systems, we carried out energetic
analysis of the association between Na™ and K* with chloride and dimethylphosphate anions. The insights
gained from our computational work shed light on a number of experiments on electrolyte solutions of

monovalent salts and DNA.

1. Introduction

Electrolyte solutions provide a ubiquitous medium for
functioning of biological macromolecules, such as DNA, RNA
and proteins. Numerous prior studies using experimental and
computational techniques have revealed the influence of different
ionic buffers on the structural and functional behavior of
biomolecules. For instance, monovalent counterions mitigate
significant electrostatic repulsion between negatively charged
DNA base pairs and promote DNA compaction into highly
organized structures.! This is exemplified by the million-fold
DNA compaction into chromatin fiber in the nuclei of eukariotic
cells.>? The structure, stability and dynamics of the RNA chains
are also significantly affected by the salt buffer ionic composi-
tion and the counterion condensation details.*> Mobile ions also
mediate the interactions between protein surfaces involved in
various cellular processes, such as protein association and
aggregation.®3 The question of ionic discrimination in biological
systems, thus, arises naturally. For example, competitive
distribution of two common monovalent ions, Nat and K,
around DNA and proteins has been studied extensively by many
experimental and theoretical groups during the past decade.?-38
The choice of these ions is not surprising - sodium and
potassium are the most abundant alkali cations in the living cell.
They possess the same charge and differ only slightly in size.
It is remarkable, therefore, that the intra- and extracellullar
concentration ratio of these seemingly indistinguishable ions
differs on the order of 10 times.* Since energy needs to be
continuously expended to maintain this large concentration
ratio,? it is clear that ionic selectivity in biological systems is
significant or even crucial.

*To whom correspondence should be addressed. E-mail: gpapoian@
unc.edu.
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To address the distinct properties of various ions in the living
organisms, Collins put forward a model based on the concept
of kosmotropic vs chaotropic ionic behavior in a biological
environment.**#?> Using phenomenological arguments, it has
been conjectured that preferential ionic pair formation occurs
between oppositely charged ions of roughly the same hydration
free energy.**4> When applying this line of reasoning to Na™*
and K™, the hydration free energy of sodium was proposed to
better match the hydration free energies of the majority of
biomolecular anionic groups inside the cell,**#? thus, suggesting
stronger association of Na™ with biomacromolecular surfaces.
Since biological macromolecules in a cell function in a very
crowded, dense environment, it was argued that the observed
large intracellular excess of K™ ions, which associate less with
anionic biomolecules, reduces the potential for unwanted
aggregations.***? In support of these suggestions, a more
efficient binding of Na™, compared to that of K™, to the surfaces
of various proteins containing surface COO~ groups, was
recently shown.3® The carboxylate group was found to be the
dominant attractive site for Na™ and K* ions. The above results
were further rationalized in a separate study which demonstrated
that Na* ions bind stronger to even simple organic molecules
containing carboxylate functional group, compared with the K*
ions.** Thus, in this case, the specificity of ionic binding to
protein surfaces is mainly driven by the specificity of interactions
between individual chemical functional groups (carboxylates)
and mobile ions (Nat or K*).

Similarly to proteins, Na™ was proposed to associate with
DNA to a significantly larger extent than K*.#* This suggestion
is consistent with anumber of experiments on DNA compaction*>+7
and by measurements of forces between double-stranded DNA
chains in sodium and potassium ionic buffers.*® However, some
other experiments, including NMR spectroscopy and force
measurements, 41 did not find substantial differences between
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Na™ and K" ions. The reasons for discrepancy between various
experiments is not currently obvious. Results of these and other
relevant experiments will be discussed in Section 3.3. On the
basis of all-atom Molecular Dynamics (MD) simulations, we
recently proposed several mechanisms of how the ion size
regulates the distinct Na™ and K* association.* It is worth
noting, that most of the recent computational studies,3*-36:49-51
motivated by the prior crystallographic and NMR works,
investigated in great detail sequence-specific DNA hydration,
sequence-specific counterion binding and associated local
modulation of the DNA structure (more details and numerous
additional citations are given in recent reviews).3%32 In addition,
most prior all-atom MD simulations were carried out with
buffers composed of a single salt, such as a NaCl solution. A
few simulation papers comparing the association of Na™, K*
and other alkali metal ions with DNA showed that they differ
substantially in their interactions with the DNA sites.3%323 In
particular, detailed analysis of the specific ion-DNA interactions
was presented.’®>3 In contrast, we are interested in the larger
picture of the differential Nat vs KT distribution around DNA,
defocusing from the sequence specific details.

In this work, we rationalize the higher Na™ absorption on
DNA chain and suggest a microscopic mechanism determining
DNA specificity toward Nat and K*. In particular, we address
the question of whether the stronger Na™ association is primarily
driven by the local, chemically specific interactions with the
negatively charged (phosphate) groups, analogous to the
carboxylate—cation interactions determining the specificity of
protein—ion interactions. To answer this question, we compare
the Na™ and K™ behaviors in a solution containing either a whole
DNA segment or a number of unconnected “monomers” derived
from DNA backbone. We have studied the Na™ and K* ionic
distributions in a system of 30 dimethylphosphate (DMPH)
anions, which are directly related to the charged portion of the
monomeric unit of the DNA backbone. We carried out a series
of extensive all-atom MD simulations using the AMBER force-
field of DNA and DMPH systems in explicit water, with equal
amount of Na® and K' neutralizing ions. This is further
elaborated in the Computational Method section. The obtained
results, which are discussed in Section 3.1, imply that the
collective action of DNA charges, i.e., the polymeric nature of
the DNA chain, drives larger Na*t association, as opposed to
the effect being driven by chemically specific interactions with
the phosphate group. Thus, polyionic charge density plays a
crucial role in ionic recognition. In a related prior work,
Vaitheeswaran and Thirumalai have shown that ionic charge
density of mobile spherical ions in water nanodroplets deter-
mines the extent of interior solvation and the interionic
interaction free energy profile.’* Charge-density of DNA and
counterions also influences the extent of mobile ion—ion
correlations near the DNA surface. Differential stabilization of
ions of different size due the latter effect is another factor
modulating ionic recognition.

Similar simulations carried out in CHARMM also support
this trend, although the difference between Na' and K*
association with DNA is significantly smaller in CHARMM.
Our findings demonstrate that the idea of separating the ions
into kosmotropes and chaotropes does not fully characterize the
problem of ion-biomolecule interactions: while it may work for
many proteins, other considerations, such as the polyionic charge
density effect, discussed in this work, are also important to
describe specificity in DNA-electrolyte solutions.

Another goal of this study is to gain a more microscopic
understanding of a differential character of Na™—DNA and
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K*—DNA interactions in halide-containing DNA systems,
studied previously, where K* counterions were found to be
screened more efficiently than Na™ counterions by Cl~ coins
from DNA.* In such systems the difference between Nat and
K* association with DNA is even more pronounced. To address
the interplay between coion-counterion (Na™—CI~, K*—CI™)
complexation and the DNA—counterion interactions, we per-
formed a comparative analysis between energetics of Na™ and
K™ association with the chloride and DMPH anion, a “mono-
meric” buiding block of the DNA. As mentioned above and
discussed in Section 3.2, DMPH anion exhibits very low
selectivity with respect to Na* and K*. Therefore, we set to
investigate what leads to an enhancement of this selectivity as
DMPH anion is replaced by C1~. Our approach is based on the
approximate calculation of the entropic and energetic contribu-
tions to the free energy change upon ionic pair formation,
complementary to the analysis of the ionic distribution profiles
in Section 3.1. This technique allows us to elucidate the
microscopic mechanisms of differential ionic pair formation
between Na' and K™ with CI~ and DMPH anions.

In summary, the findings of the present work, combined with
our earlier results,** provide a thorough picture of the competi-
tive Na®t vs K* association with DNA in systems with and
without corresponding halides. The results of the first part of
this work (Section 3.1) indicate that: (1) In a halide-free solution
of unconnected DMPH anions, K* binds with slightly higher
propensity, than Na*, to the DMPH ion. (2) In a halide-free
DNA solution, Na™ binds with higher propensity, indicating that
cooperative effect of numerous charges on DNA produces a
locally enhanced electrostatic field, which, in turn, acts to reverse
the chemical specificity of slightly stronger K*—phosphate
interactions. This DNA polyionic charge density effect may be
considered as a mechanism, complementary to those suggested
in our prior work,* of higher Na* association with DNA. In
addition, the energetic analysis of the Na* and K* complexation
with C1I™ and DMPH anion (Section 3.2) provides a microscopic
explanation of the markedly different extent of ionic pair
formation in halide and DMPH systems. This rationalizes the
more pronounced difference between Na™ and K association
with DNA in a halide-containing, compared to halide-free, DNA
systems. It is shown that because of a lower dehydration penalty
for larger K* ions, the latter associates more readily with CI~,
than Na'. In difference, ionic dehydration does not play a
decisive role in DMPH solution, and DMPH ions exhibit
virtually no selectivity toward Na™ and K.

The issue of force field adequacy is critically discussed at
the end of Section 3.2. The main conclusions of this work,
discussed in the previous paragraph, are in qualitative agreement
with a number of independent experimental studies on DNA in
various monovalent counterion buffers, as well as with experi-
mentally measured activity coefficients in different electrolyte
solutions, as elaborated in Section 3.3. Further studies are needed
to clarify why other experiments based on the NMR spectros-
copy and force measurements show insignificant difference
between Nat and K™ buffers.

2. Computational Methods

2.1. Analysis of Counterion Distribution around DNA and
DMPH Ions. 2.1.1. MD Simulation Protocol. One of the central
questions of our work is whether enhanced attraction of Na™ to
DNA, compared with K, is a collective effect, due to the polyionic
character of DNA, or is simply based on chemical specificity of
counterion interaction with individual functional groups, such as
phosphates. To address this question, we simulated and analyzed
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DNA strand DMPH “ion”
( partial charges
P +1.1659
Ol -0.7761
02 -0.4954
C  -0.0069
H 0.06515

Figure 1. Dimethylphosphate (DMPH) ion, (CH3).PO4 (on the right),
was obtained by adding hydrogens, to complete the valence of carbon
atoms, to the (—C—PO,~—C—) functional group,“clipped out” from
the DNA strand backbone (shown on the left). Partial charges of the
DMPH anion atoms are provided in units of the electron charge.

the following two systems: (1) the DNA 16-mer, neutralized by
Na® and K™ ions, in an aqueous solution; and (2) 30 individual
DMPH ions, each carrying a —1 charge, neutralized by Na* and
K™ ions, in an aqueous solution. The DMPH represents the charged
segment of the DNA backbone monomeric unit. DMPH param-
etrization details are discussed below. In what follows, we shall
refer to the above systems as 1 and 2, respectively. The starting
point for simulations 1 and 2 were a canonical B-form of a 16-
base-pair DNA oligomer, [d(CGAGGTTTAAACCTCG)],, and a
DMPH ion, respectively. We built an ideal DNA chain and the
DMPH ion models and carried out all-atom MD simulations in
explicit, TIP3P water>® using the AMBER 8.0 suite of programs®
and the AMBER Parm99 force-field.”’ The initial structures in all
systems were first neutralized by 15 Na™ and 15 K" ions. The
initial positions of the ions were determined from the computed
electrostatic potential using the software package LEaP.%® System
1 was simulated in our prior work:* here we reanalyzed the
previously obtained trajectory. System 2 was further solvated in
more than 6000 TIP3P water molecules in a cubic box, having
dimensions 60 x 60 x 60 A3, The overall number of atoms in
each system was ~19 500 in the periodic box. We used a multistage
equilibration process, reported by Orozco and co-workers,”® to
equilibrate all starting structures. The subsequent production runs
for MDs in all systems were carried out at constant temperature
(300 K) and pressure (1 bar) using the Langevin temperature
equilibration scheme (see AMBER 8 manual), the “weak-coupling”
pressure equilibration scheme,> and periodic boundary conditions.
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The translational center-of-mass motion was removed every
2 ps. We used the SHAKE algorithm® to constrain all bonds
involving hydrogens, which allows all MD simulations to use
an increased time step of 2 fs without any instability. Particle
Mesh Ewald method®! was used to treat long-range interactions
with a 9 A nonbonded cutoff. The production runs for
simulations in 1 and 2 were carried out for 60 ns to ensure the
equilibration of ions. It was shown in prior works333¢ that 50
ns MD was enough to equilibrate the Na™ atmosphere around
DNA in a smaller system comprised of ~16 000 atoms. Given
the slightly larger size of our systems (~19 500 atoms), we used
extra 10 ns of MD to ensure equilibration.

2.1.2. Parameterization of the DMPH Anion. The chemical
structure of the DMPH ion, which is the anion simulated in
system 2, is given in the Figure 1. The basic monomeric unit
of the DNA backbone contains a negatively charged phosphate
functional group, connected with two sp® carbon atoms. When
“clipped out” of the DNA backbone, it is necessary to add
hydrogens to these carbons, to complete the valency of
individual DMPH ions. The bond, angle and dihedral potential
parameters for the DMPH ion, as well as the partial charges
for 13 atoms in the clipped phosphate group, were taken from
the corresponding portion of DNA parametrization in the
AMBER Parm99 force-field. The partial charges were slightly
modified, using symmetry considerations and from the require-
ment for the net charge of the DMPH ion to be —1, to take into
account morphing of carbon atoms to methyls.

2.1.3. Computing the Ion—DNA and Ion—DMPH Ion
Radial Distribution Functions. To analyze in detail the Na™
and KT distributions around the DNA segment in 1 and the
DMPH ion in 2, we calculated their radial distribution functions
(RDF).%2 AllRDFs were based on first defining the DNA—counterion
and the DMPH—counterion distances as the closest distances
between the molecule of interest and the particular counterion.
These distances were used to construct DNA—ion and
DMPH—ion distance histograms from each snapshot of the MD
simulation. To obtain the RDFs, the histograms need to be
normalized by the volume Jacobian.%? Indeed, the number of
neighbors within a distance r from a given object is

nn=p [ g dr 2.1

where p is the average particle concentration, g(r) is the RDF
(pair correlation function) and J(r) is the volume Jacobian. We
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Figure 2. (a) Top view of the DNA segment and an equidistant shell from its surface (dashed region). (b) Numerical volume Jacobian for the DNA
segment (black) and the DMPH ion (red) as a function of the distance from the DNA and the DMPH ion surface, correspondingly. For the DMPH
ion, whose shape is close to a sphere, the Jacobian is a monotonically increasing function; in contrast, for the DNA oligomer, the function is
monotonically increasing only after ~4 A from its surface, where it can be approximated as a cylindrical Jacobian. This is caused by the complex
and irregular shape of the macromolecule, as indicated in panel (a).
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defined the latter as the volume of a shell, equidistant from the
DNA or DMPH ion surfaces (see Figure 2a).

The volume Jacobians were numerically calculated as a
function of a distance from the DNA and the DMPH ion surfaces
(Figure 2b). The present method of computing J(r) differs from
the standard procedure of calculating either the spherical (see
ptraj utility of the AMBER package) or the cylindrical Jacobians
for DNA (as used in ref 35). Although, DNA is on average
cylindrically symmetric, and the use of the cylindrical Jacobian
is reasonable, the latter techniques lead to an overestimation of
the counterion association at small distances from the DNA
surface. This is important, in particular, when calculating the
absolute number and ratio of ions contributing to the various
RDF peaks (see below). While the numerical volume Jacobian
for DMPH ion is a monotonically increasing function (DMPH’s
shape is close to a sphere), the Jacobian for the DNA segment,
taking into account its complex and irregular shape (see Figure
2a), is characterized by an unusual nonmonotonic behavior in
the vicinity of the DNA oligomer (Figure 2b). It is seen that
only at distances more than ~4 A from DNA surface the
monotonically increasing Jacobian can be approximated by the
cylindrical one. Ion—DNA and ion—DMPH distance histograms,
computed over the MD simulation course for every snapshot,
were normalized by the corresponding numerical Jacobians.
Three-dimensional grids with a lattice spacing of 0.25 A were
used to calculate the ion—DNA, the ion—DMPH distance
histograms and the volume Jacobians. The biochemical algo-
rithm library (BALL)®® was used to implement the computa-
tional analysis subroutines.

2.2. Analysis of the Free Energy Change upon Na't and
K* Association with CI~ and DMPH Ion. Another question
of this study is to elucidate which microscopic interactions are
responsible for the different extent of Na™ and K* complexation
with C1~ and DMPH ion, and, thus, to further rationalize the higher
screening of K* by CI~ in halide-containing DNA systems studied
recently.** We address this issue by calculating and analyzing the
free energy difference between bound and unbound states for the
corresponding pair of oppositely charged ions—Na™ and Cl~, K*
and CI~, Na* and DMPH, and K™ and DMPH—in an aqueous
sollution. These four systems, each comprised of the corresponding
ionic pair solvated in explicit (TIP3P) water, were simulated in
AMBER force-field according to the MD protocol described in
Section 2.1.1. The halide and DMPH systems were solvated in
~600 and ~1000 TIP3P water molecules in a cubic boxes, having
dimensions 27 x 27 x 27 and 34 x 34 x 34 A3, respectively.
We define the unbound state for the pair of ions if the distance
between their surfaces is 12 A and more. This threshold was
estimated from the ion/water RDF and corresponds to the regime
when the first two hydration shells of neither of ions are perturbed.
Hence, almost twice as larger size of Na™DMPH and
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KT™—DMPH systems is caused by the larger size of DMPH
molecule, compared to C1~. Note that the above threshold exceeds
almost twice the electrostatic screening length (Bjerrum length)
which for our simulated conditions is ~7 A. Therefore, the ions
in the unbound state interact with an energy significantly less than
the thermal energy. On the other hand, two ions were considered
to be associated if they were found at a distance of less than certain
threshold, which correspond to the trough between the first (direct
ionic binding) and second (water-mediated pair) peaks in the ion/
ion RDF. Details on computing the energetic and entropic
contributions to the free energy difference are provided below.

2.2.1. Estimation of Free Energy, Energy, and Entropy
Differencies. The free energy difference upon ionic association
can be computed in a number of ways, for example, by
calculating the potential of mean force (PMF) for bringing to
proximity two ions; then, the free energy of association could
be estimated from the difference between PMF integrated over
the range of distances, corresponding to large and small ionic
separations (see, e.g., ref 64 and references therein). Alterna-
tively, the free energy difference can be expressed through the
ratio of occupation of states,

AF=—k;Tn % 2.2)

1
where p; and p; correspond to the number of events when ions
are free and associated, respectively. Provided that system is
well-equilibrated (productive runs of our simulations are ~100
ns for each system of solvated ionic pair) and enough bound/
unbound events are observed to obtain converged statistics, eq
2.2 can be used to compute the free energy differences in
systems of solvated ionic pairs directly from MD simulations.®

More detailed information about energetic and entropic
contributions to the free energy, AF = AE — TAS, can be
obtained by computing an average potential energy difference,
AE, between associated and free ionic states. Next, we assume
that the entropy change between two ionic states, AS, includes
two contributions: 1) the entropy gain of the water molecules,
AS,ya, released from the first and second ionic solvation shells
due to ionic binding, and 2) the loss of translational entropy of
the ions, AS;,,, for the same reason. The latter contribution can
be estimated from the following simple expression,

v air
ASion = kB In V: ’ V]zair = g”(Rg - R?)’

4 .3
Vfree = Vbux - g Rex (23)
reflecting the fact that upon the binding a given ion is confined

within the accessible volume, V4, around the other ion it binds

Figure 3. (a) Dashed region is a volume V., [see eq 2.3], accessible for an ion (Na™) upon its binding to an oppositely charged ion (CI7).
Distances R1 and R2 are taken from the corresponding ion/ion RDF. (b) Mean-field (MF) approximation for calculation of the system energy
change upon ionic binding. As a result of MF approach, the associated Na®t CI~ pair in explicit water (¢ = 1) in a simulation box (on the left) is
partitioned into explicit region, the hydrated ions, and the continuous medium with an effective permittivity, €. (on the right). See the text for

details.
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to (see Figure 3a). The threshold distances, R; and R,, were
taken from the RDFs computed for the corresponding ionic
pairs. The volume Vj,, is the volume accessible for an ion in
the unbound state, which is the difference between the volume
of the periodic boundary cell, Vj,,, and the volume of a sphere
of radius R,, = 12 A, the latter is the threshold distance defining
the unbound state (see above). Then, the ratio V,u/Vj. relates
to the entropy loss of an ion upon binding. Finally, given AF
(eq 2.2), AE and AS;,, (eq 2.3) one can compute the entropy
gain, AS,,, of solvent molecules released to the bulk upon ionic
binding. It will be shown in Section 3.2 that this information,
along with the known experimentally measured entropy of water
at the melting point, can be used to roughly estimate the absolute
entropy of a single water molecule residing in the first and/or
second solvation shell of Na* and K* ions.

2.2.2. Detailed analysis of the energetic contribution from
the mean-field approach. The change of the system’s total
potential energy, AE, due to ionic association gives only one
number and does not provide an information about the energetic
role of each system constituent—water molecules and ions. The
latter can be elucidated by computing from simulations the
average changes of Coulombic and van der Waals contributions
to the total potential energy difference, according to the system
Hamiltonian,

H=Y [—L+aef| 2] (L
iZj [gﬁRJ WRy) \Ry

for solvent—solvent, ion—solvent and ion—ion interactions. Here
i, j denote the atom indices, R;; is the distance between the
particular pair of atoms, ¢; is the particle charge, & is the
effective dielectric constant of the medium (see below), and ¢;;
and oj; are the parameters of the Lennard—Jones potential
computed by Lorentz—Berthelot combination rules®®

(2.4)

ai—i-oj
2

Parameters o; ; and ¢; ; in the last equations were taken from
the corresponding parametrization of the Lennard-Jones potential
in the AMBER Parm99 force-field. We used Hamiltonian eq
2.4 to study both halide and DMPH systems. In the latter
systems we do not account for the bond, angle and dihedral
energetic terms since they give much smaller contribution to
the free energy of association, compared to electrostatic and
van der Waals energies.

As an approximation, we computed Coulombic and van der
Waals contributions only for the ions and the solvent molecules,
participating in the first and second ionic solvation shells,
whereas the rest of solvent was treated as a continuous medium
with an effective dielectric constant &,y (see below). This is
indicated by the prime at the sum in eq 2.4, denoting a
summation over the specified region around each ion or pair of
associated ions. The proposed mean-field model is schematically
depicted in the Figure 3b. The corresponding energetic differ-
ences computed in the way described above allowed us to
compare the electrostatic gain for ionic association and the
electrostatic loss due to ionic dehydration penalty. Other
contributions, such as self-energy of the solvent molecules
within the first and second ionic solvation shells, are also easy
to analyze. In other words, decoupling the contributions of
solvent and ions from each other is the way to elucidate which
of them has the largest impact on the ionic association.

Next we describe the way we estimated the effective
permittivity, €., where the solvent beyond the explicitly defined
region around the ions is treated using the mean-field approach.

&, =ee; (2.5)

€ 05—
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We determined &5 by comparing the computed, in accordance
with eq 2.4, Coulombic part of the energy difference (with ¢ =
1), AEc,, and the average electrostatic energy difference, AE,,
extracted directly from simulation output file. Since the latter
is an exact result obtained when all atoms were treated explicitly,
gy 1s just the scaling factor to the approximate mean-field
difference AEc,;, such that AEc,; ~ AE,;. The value of effective
permittivity was estimated to be &, ~ 2 for our simulations of
the halide systems. The physical plausibility of this value of
gqris discussed below. As for the DMPH systems, an analogous
estimation of &,y turned out to be too noisy, due to insufficient
statistics of ion pairing to obtain sufficiently well converged
potential energy averages, despite relatively long simulation
times. Therefore, we used the same value of &5 ~ 2 to scale
electrostatic interactions in DMPH systems.

Finally, it has to be pointed out that the above scaling with
£q produces an effective electrostatic energy, possessing both
energetic and entropic contributions (thus, a free energy).
Therefore, our mean-field analysis of different energy contribu-
tions, as explained in this section, implies that the formal
decomposition of the free energy into purely entropic and
energetic parts (see above) is an approximation itself. In
addition, although two layers of water included in the explicit
region is expected to be sufficient, extending the explicit region
further will probably improve accuracy. Despite these issue, our
analysis provides useful qualitative insights into the specific
electrostatic interactions that favor various ionic associations,
as elaborated below.

3. Results and Discussion

3.1. Comparing Counterion Distributions in DNA and
DMPH Systems. To compare the differential tendency for the
Na't and K% ions to bind to an oppositely charged solute
molecule, the DNA oligomer in system 1 and the DMPH ion
in system 2, the corresponding ion—solute RDFs were computed
from MD simulations (see Figure 4). Since the numbers of the
Na® and K" ions were equal in both simulated systems, the
RDF functions provide direct information on competitive
binding.

The simulation of system 1 produced significantly larger Na™
association in the immediate vicinity of the DNA oligomer
compared with K™ (Figure 4a). On the other hand, at distances
greater than ~8 A from the DNA segment, corresponding to
the third RDF peak and beyond, both Nat and K* ions were
found with a similar frequency. Sodium and potassium distribu-
tion profiles around DNA in a halide-free system was reported
and partially rationalized in our prior work.** We suggested that
two mechanisms are responsible for the observed dissimilarity
of Na' and K distributions around DNA: (1) smaller Na* ions,
when partially dehydrated, can penetrate the DNA core more
easily; and (2) smaller Na™ ions approach closer to the DNA
surface, experience larger, attractive electrostatic potential. These
effects work cooperatively to enhance Na™ association compared
to K. In particular, they rationalize the higher and closer to
DNA Na't RDF first peak, indicating stronger absorption of Na™
on DNA and an enhanced attraction by interacting with stronger
DNA electrostatic field.

Following the reasoning above, one might hypothesize that
the polyionic nature of DNA, in particular locally enhanced
charge density, plays an important role in controlling ionic
specificity. Enhanced Na™ binding to DNA could be partially
driven by strong electrostatic field created collectively by the
DNA negative charges positioned on the phosphate groups. If
this conjecture is valid, then one would expect that in a system
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Figure 4. Na'/DNA (blue) and K*/DNA (red) radial distribution functions computed from simulations of (a) DNA system 1

system 2.

TABLE 1: Ratios of the Na™ to K* Ions Contributing to the
First Peak and to the First Three Peaks of the Ion/DNA and
Ion/DMPH Ion RDFs, Computed for DNA System 1 and a
System 2 of Broken DMPH “monomers”

system 1 (DNA) system 2 (DMPH)
first peak first peak
1.34 0.9

three peaks

1.2

thee peaks
1.04

Na®/K*+

“Bold values indicate qualitatively different character of the
direct ionic binding to DNA in 1 and to DMPH ion in 2 with the
prevalence of Na* in the former system and the slight prevalence of
K' in the latter system. Note that the phrase “direct binding” is
used here in a somewhat different meaning from what is usually
considered when computing, for example, association binding
constants.

of unconnected monomers, that represent the DNA backbone
repeating unit, the Na™ and K would show more similar
propensities to condense around the anionic monomers.

To verify this hypothesis we investigated system 2, which
consisted of 30 DMPH anions. The simulations details using
the AMBER force-field are described in the Methods Section.
The calculated Na*/DMPH ion and K*/DMPH ion RDFs are
shown in the Figure 4b. Similar to system 1 with DNA, the
most prevalent DMPH-anion binding sites for both Na* and
K" turned out to be negatively charged O1, O2 atoms (see
Figure 1) of the phosphate group. We estimated the extent of
sodium and potassium association with DNA and DMPH ion
in 1 and 2, respectively, by calculating, using eq 2.1, the ratios
of the Na™ to K™ ions contributing to the first three RDF peaks
(within a radius of ~9 A) from DNA and DMPH ion surfaces.
This region is formally considered to coincide with the Manning
radius?! of ~9 A in counterion condensation theory, although
the latter is strictly valid in the limit of infinitely long line,
instead of cylindrically shaped DNA of finite length. Neverthe-
less, the fraction of DNA charge, neutralized by counterions,
was predicted to be around ~76% by counterion condensation
theory and was confirmed by the all-atom MD simulations>#4
and by experimental measurement of forces between double-
stranded DNA chains*® (see Section 3.3). In addition, we
examined the extent of direct binding of ions to solute molecule
by calculating the ratios of the Na™ to K™ ions contributing to
the first RDF peaks: a direct interaction between DNA/DMPH
ion and a counterion corresponds to the distance between them
of less than 2.87 A for Nat and 3.35 A for K ions. Table 1
summarizes both ratios in systems 1 and 2.

Table 1 results indicate qualitatively different ionic binding in
two systems: the character of direct binding changes dramatically
from sodium dominance by 34% to potassium dominance by 10%

Ion-DMPH ion RDF
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(see bold values in the Table 1) as one passes from the double-
stranded DNA chain in 1 to its “monomeric” analogue, the DMPH
ion, in 2. To avoid misunderstanding, it should be noted that by
“direct binding” here we do not mean a process characterized by
a binding constant, K, as customary. The latter can be computed
through the RDF integrated over the whole range of distances
between molecules of interest - from their contact to the infinite
separation. Instead, we are interested in the ratios of the sodium
and potassium ions contributing to different RDF peaks to
characterize their distribution in the vicinity of the solute molecule,
where ions are structured with respect to DNA/DMPH anions. The
contributions of Na* and K* ions to a region of 9 A from the
solute molecule also change noticeably as DNA is replaced by
DMPH anions: as we hypothesized, the pronounced Na' preva-
lence of ~20% in DNA system reduces to small Na* dominance
of ~4% in DMPH system, indicating a more similar propensities
for Nat and KT to condense around the DMPH-anions. Hence,
we conclude that, in addition to the above-mentioned mechanisms,
a significant DNA polyionic charge density effect favors sodium
ions.

Despite the above-mentioned difference between the usual way
of characterizing the ionic binding and our approach here, focused
on RDF peaks, we can still approximately estimate the relative
Na™ to K* binding free energies in systems 1 and 2. For that we
use the data of Table 1 for the ratio of ions contributing to the first
three RDF peaks. This results in free energy differencies, In(1.2)
~ 0.2 kT and In(1.04) ~ 0.04 kT, for systems 1 and 2, respectively.
Such rather small values might raise a question of the force-field
specificity of the obtained results, particularly, if the observed trend
Na® > KT in the binding affinity to DNA in system 1 is
significantly reduced in system 2, where DNA is replaced with a
“soup” of DMPH anions. To investigate this issue, we repeated
the MD simulations for systems 1 and 2 (with an equivalent MD
simulation protocol), using the CHARMM?27 force-field®”-%8 which,
along with AMBER, is among the most commonly used all-atom
force-fields. It turned out that Na™ ions still associate with DNA
to a larger degree compared to K¥, albeit with reduced specificity
(by ~5% within 9 A from DNA surface, compared with ~20% in
AMBER simulation). On the other hand, the difference in Na™
and K™ binding to DMPH anion appeared to be negligible, which
confirms that CHARMM force-field also captures the influence of
the DNA polyionic effect on the specificity between Na™ and K+
ions, the main result of this work.

3.2. Energetic Analysis of Na™ and K Association with
Cl~ and DMPH Ions. Following the technique described in
the Computational Methods section, we calculated and analyzed
the free energy differences for Na™ and K™ ions to associate
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TABLE 2: Free Energy and the Corresponding Energy and
Entropy Differences between Associated and Unbound States
for Na*—Cl~ and K*—Cl~ Ionic Pairs®

no. of
AS released waters

first second
AF AE —TAS ASi,, AS,. shell shell
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TABLE 3: Differences between Electrostatic and van der
Waals Energy Changes in NaCl and KCl Solutions upon
Ionic Binding Were Computed As Explained in the
Computational Methods Section®

van der
electrostatic Waals

AAE"  AAE® AAE* AAE" AAE* AAE®

NaCl 1.37 1.57 =02 —4 4.34 32 20
KCl 045 —0.2 0.65 —3.87 35 3.5 20

@ AF, AE, and TAS are given in kcal/mol, entropies are in units
of kg (Boltzmann constant). Numbers of water molecules are given
for those released form the first and second ionic solvation shells
upon ionic binding. For details, see the Computational Methods
section.

with CI™ and DMPH anions. As mentioned above, we performed
this comparative analysis to further rationalize the observed in
our prior study interplay between the coion-counterion com-
plexation and the counterion-DNA interactions in the halide-
containing DNA systems.*+% Since the question of the influence
of DNA polyionic nature on the competitive Na® vs K*
association was answered in the previous Section, we focus here
on the energetics of Na™ and K™ interactions with the DNA
monomeric unit, the DMPH anion, and compare the obtained
results with those for Na™ and K* interactions with C1~. To
this end, we simulated four small systems, each comprised of
the corresponding pair of ions solvated in explicit water, and
calculated free energy change and the corresponding energy and
entropy contributions upon ionic binding, as elaborated in the
Computational Methods section. We first present the data
obtained for halide systems, followed by the results for DMPH
solutions.

Free energy differences between associated and unbound
states for Nat—Cl~ and K*—CIl~ pairs of ions, along with the
corresponding energetic and entropic contributions, are given
in the Table 2. The obtained data indicate that the free energy
penalty for ionic binding is higher for NaCl solution; it is caused
mainly by the significant increase of the energy of interactions
in NaCl solution. In difference, in KCl solution the energetics
favors Kt and C1™ association, whereas the entropy part of the
free energy difference prohibits ionic binding. Interestingly, the
energy and entropy reverse signs as one passes from NaCl to
KCl solution. To understand this we explored both contributions
as elaborated in the Method section.

We start by discussing the entropy change. As indicated in
Table 2 the entropy loss due to ionic binding is roughly the
same in NaCl and KCI systems, since it is determined by the
radii of ions only. On the other hand, the entropy gains coming
from the water release when ions associate differ substantially
in NaCl and KCI solutions, resulting in a different signs of TAS
contributions. A higher AS,,, in NaCl system is not surprising,
since smaller Na™ ion interacts more strongly (electrostatically)
with surrounding water molecules, restricting stronger their
mobility. Thus, water molecules acquire larger entropy gain
when released from the Na™ solvation shell. Particularly, the
entropy increase per water molecule released from the first
solvation shell upon Nat—Cl~ association may be estimated
as 4.3/3.2 ~ 1.35kg, compared with 3.5/3.2 ~ 1.1kg for the
KCI association. We assumed here that the main entropy gain
originates from first shell water molecules. These results are in
agreement with the expectation that potassium’s water molecules
possess higher entropy due to weaker K*—water electrostatic
interactions.

We discuss next the energetic part of the free energy
difference for ionic association. To find out what type of

NaCl — KCI —5.75 11.65 —3.65 005 —0.66 —0.17

@ Electrostatic energies are scaled with effective permittivity, e

[ZFE LT L) [Tt

= 2 (see the text). “ii”, “is” and “ss” stand for ion—ion,
ion—solvent and solvent—solvent interactions. All values are in
kcal/mol.

interactions are responsible for the observed energy differences
(Table 2) one needs to analyze the energetic role of each system
constituent upon ionic binding. As elaborated in the Compu-
tational Methods section, we propose to use the mean-field
approximation to calculate all (six) type of system interactions,
which are the Coulombic and van der Waals ion—ion,
solvent—ion and solvent-solvent interactions, according to the
system Hamiltonian, eq 2.4. Since in the following analysis the
majority of solvent is treated implicitly, it is reasonable to
consider not the change in different energetic contributions upon
ionic binding for each system separately, but the corresponding
differences between these contributions for NaCl and KCl
systems. Indeed, partitioning the system into the explicit part
(ions with their first and second solvation shells) and the
continuous surrounding medium does not account for the energy
of interactions of the water molecules, released upon ionic
binding, with the rest of the system; similarly, their self-energy
is also not considered. However, as in both halide systems there
are roughly an equal numbers of water molecules released (~20,
see Table 2), these unaccounted contributions cancel out when
differences between NaCl and KCl energy changes are considered.

Table 3 provides the detailed energetic data calculated from
MD simulations of NaCl and KCl systems. It is seen that, as
ions associate, all contributions to the van der Waals energy
change are about the same in both halide systems. The unequal
energy of electrostatic interactions play major role in the
different Na™ and K binding to C1™. The latter, as explained
in the Methods section, needs to be scaled by the effective
dielectric constant, &, which emerges from the mean-field
treatment of the solvent outside of the specified region. To show
that the obtained ¢, ~ 2 is a physically reasonable value, we
refer to a simple estimate of effective permittivity for a protein
(e1 ~ 3) in water (& ~ 80), yielding the values of &, in a
range of [¢e1...(e; + €2)/2], or [~3...40] (see, e.g, ref 70). Here,
the lower boundary corresponds to the case when the distances
between charges are much less than the distance between the
charge and the water/protein interface, and the upper limit
corresponds to large distances between charges. In our case, a
“protein” corresponds to explicit part of the system—the
hydrated ion or pair of ions, with &; = 1. Hence, the obtained
value &4~ 2, close to the lower limit, reflects that, on average,
the distances between charges within explicit domain are less
than distance from charges to the hydrated-ion/continuous-media
interface.

The largest difference between NaCl and KCl energy changes
comes from the ion—water electrostatic interactions (Table 3),
indicating much stronger interactions between an unbound cation
and the water molecules in its hydration shell in NaCl system.
This, on the one hand, leads to a higher energetic penalty for
water molecules released from the sodium’s solvation shell upon
Na*™—CI~ association. On the other hand, it results in an overall
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TABLE 4: Differencies between Electrostatic and van der
Waals Energy Changes in Na—DMPH and K—DMPH
Solutions upon Ionic Binding Were Computed As Explained
in the Computational Methods Section”

van der
electrostatic Waals
AAET  AAES AAE® AAE" AAE® AAE*
Na(DMPH) — —12.78 21.24 —7.72 1.2 —241 0.86

K(DMPH)

¢ Electrostatic energies are scaled with effective permittivity, &

IFE LT L) [Tt

~ 2, derived for halide systems. “ii”, “is” and “ss” stand for
ion—ion, ion—solvent and solvent—solvent interactions. All values
are in kcal/mol.

entropy-increase in Na® Cl~ system (see Table 2), although the
latter does not play a decisive role. Note that the electrostatic
ion—water contribution—the ion’s dehydration penalty—is larger
than both the ion—ion and water—water contributions combined,
the latter two favoring more sodium’s, than potassium’s,
complexation to C1™. Particularly, the overall electrostatic energy
change is positive and larger by 2.5 kcal/mol for Nat—Cl~
binding, relative to that for K*¥—CIl~ association; it is entirely
caused by the higher dehydration penalty of smaller Na™ ion.
Since the van der Waals energy changes insignificantly in both
halide systems (see Table 3), we conclude that the reason of
different Na™ and K" association with Cl~ is a different
dehydration penalty of cations, regulated by the ion size.

Similar analysis performed for Na—DMPH and K—DMPH
systems did not reveal a noticeable difference between the free
energy changes upon Nat and K* association with DMPH
anion. The free energy change in both DMPH solutions was
estimated to be ~4.5 kcal/mol, consequently, significantly less
binding events were observed compared to halides. Mainly
because of this, we were unable to get a reliable data on the
energetic changes upon Na* and K™ association with DMPH
anion: by calculating the total energy changes upon ionic
binding, averaged over different parts of the MD trajectory, we
came to conclusion that DMPH systems are not nearly enough
equilibrated, despite the relatively long simulation time (120
ns). Therefore, we avoid the discussion of the data for DMPH
systems analogous to those presented in the Table 2 for halide
systems. Nevertheless, the ratios of bound to unbound ionic
states, i.e., the free energy differences in both systems, appeared
steady with increasing simulation time.

The lack of statistical convergence in DMPH systems,
however, does not make impossible a qualitative energetic
analysis of Nat and K* association with DMPH anion (in a
way we did it for halides, see Table 3) to reveal at least the
relative energetic affinity of Na™ and K™ to bind to DMPH
anion. The data for the corresponding differences between
electrostatic and van der Waals energy changes for Na(DMPH)
and K(DMPH) systems are presented in the Table 4. We used
the value of e, ~ 2 for effective dielectric permittivity,
calculated for halide systems, to scale the electrostatic interac-
tions. As in case of halides, various van der Waals interactions
do not change dramatically. The amplitudes of electrostatic
energy changes are considerably higher and electrostatics, thus,
plays a crucial role. However, the main difference with halide
systems is that significantly higher ionic dehydration penalty
for Nat—DMPH association (by 21.24 kcal/mol) is almost
exactly compensated by relative changes in the energy of
ion—ion (—12.78 kcal/mol) and water—water (—7.72 kcal/mol)
interactions (see Table 4). Similarly to halides, two latter types
of interactions favor more the Na*—DMPH binding. We can

Savelyev and Papoian

TABLE 5: Shares of the Ion—Ion (AAE®) and
Water—Water (AAE*) Electrostatic Interactions, Favoring
More Na™ Association with CI- and DMPH Anion,
Computed Relative to the ITon—Water (AAE®) Electrostatic
Interactions, Favoring More K Association with the above
Anions*

AAE? AAES AAES
NaCl — KCI —50% +100% —31%
Na(DMPH) — K(DMPH) —61% +100% —36%

% Notations are the same as in Tables 3 and 4. Minus and plus
signs at percentages mean favoring and disfavoring contributions,
respectively, for Na* association with CI- and DMPH.

see from the Table 4 that overall difference between electrostatic
(and van der Waals) energy changes for Na(DMPH) and
K(DMPH) is nearly zero, suggesting that there is no energetic
preference for the more effective K association with anion,
caused by lower dehydration penalty, as in halides.

Another convenient way to present the main result of this
section is to look at the shares of ion—ion and water—water
electrostatic interactions, compensating the cation’s dehydration
penalty in both types of systems, halide and DMPH solutions.
These data are presented in the Table 5. The different extent of
the counterbalancing the excess in sodium’s dehydration penalty
(AAE®) by the cation—anion (AAE™) and water—water (AAE*)
interactions in halides and DMPH systems is clearly seen. In
the latter systems, the Na—DMPH and the water—water
interactions balance the unfavorable sodium’s dehydration by
11% and 5% more effectively, compared to halides. Larger
difference between Nat and K* electrostatic interactions with
CI~ and DMPH anion, respectively, can be rationalized by the
smaller size of the oxygens in the DMPH’s phosphate group—the
major binding sites of DMPH anion.

Next, we compare our findings—the picture of ionic behavior
produced by the AMBER force-field, with the experimental data
for ionic interactions in NaCl, KCIl, NaH,PO4 and KH,POy4
electrolyte solutions. A finite concentration solution with
significant ionic interactions may be compared with an ideal
electrolyte solution at infinite dilution, where the latter is used
to define the standard chemical potential.”! As the solution
concentration is gradually increased, the average interionic
distances decrease, where the resulting ion—ion interactions alter
the solution free energy compared with the ideal solution. The
corresponding change, the solution excess free energy, is
characterized by the activity coefficient, . Next, we interpret
the experimental activity coefficient curves for the NaCl, KClI,
NaH,PO, and KH,POy, electrolyte solutions (see Figure 5) in
the light of our energetic description of ionic association.

As expected from the Debye—Huckel theory, the activity
coefficients of all electrolytes decrease initially as +/m.”! The
steeper initial decrease of the excess free energies for the
potassium solutions, compared with the sodium solutions, may
be rationalized by smaller hydration radius of K*.”! At some
intermediate concentration, the activity coefficient curves go
through a minimum, indicating an onset of unfavorable interac-
tions (Figure 5). Interestingly, for NaCl this occurs at ap-
proximately 1 M, while for KCI the activity coefficient curve
remains nearly flat above 2 M. Since at higher concentrations
the ionic hydration shells start to overlap, the resulting dehydra-
tion penalty, which is larger for Na™ ions than for K* ions,
destabilizes more the NaCl solution. Our computer simulations,
when using the AMBER force field, also indicated that KT and
CI™ association is more favorable, compared with Na* and C1~
association. At the same time, it is important to note that the
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Figure 5. Experimentally measured activity coefficients 7, as a function of square root of molarity M, of electrolytes at 25 °C. Data for (a) NaCl,

KCI and (b) NaH,PO,4, KH,PO4 were drawn from tables in ref 71.

combined use of the Aquist’s’? parameters for alkaline cations
and Dang’s”® parameters for CI~ was suggested to result in
somewhat exaggerated KCl clustering in AMBER simulations.”*7
The way to reduce these inaccuracies of AMBER force-field
was recently proposed.’® Nevertheless, the obtained qualitative
trends in the present study are consistent with the experiments
on activity coefficient data (see Figure 5). In addition, noticeably
stronger association of K* and Cl~ compared with Na™ and
CI~, was shown from X-ray diffraction”” and neutron diffraction
experiments,’® rationalizing lower solubility of KCI compared
with NaCl.”7 This is in agreement with our computational
findings. Similarly, our prediction of smaller difference between
direct binding of Na* and K™ to DMPH ion is also consistent
with an experimentally observed smaller difference in activity
coefficients for NaH,PO4 and KH,PO4 (Figure 5b). In summary,
although it is clear that (perhaps modest) quantitative improve-
ments to alkaline cations and chloride parameters are needed
for the standard AMBER force field,”*7% and progress has been
reported in this direction,’® current parameters already allow to
obtain trends that are in qualitative agreement with many
experiments. This is further elaborated in the next section.

3.3. Survey of Relevant Experimental Results on the
Ion—DNA Interactions. A set of experiments on compaction
of long DNA chains, which is facilitated by monovalent
countercations,**7 may be interpreted to suggest greater Na™
association.** It was reported recently that DNA condensation,
monitored by fluorescent microscopy, was mediated more
significantly by Na*, than K.#’ It should be noted, however,
that the primary DNA compactor in the above experiment was
the neutral poly ethylen glycol (PEG), used to mimic the
crowded environment inside the living cell. Nevertheless,
unequal concentrations of the added monovalent salts, NaCl or
KCl, were then necessary to induce the DNA collapse. We
speculate that stronger counterion association reduces electro-
static repulsion among DNA chains at close distances, thus,
facilitating PEG-induced compaction. Since NaCl showed the
higher activity than KCI, this argument suggests stronger Na™
association with DNA.

More recent experimental work reported by the same group
has demonstrated that Na™ inhibits DNA compaction by
spermidine (3+) significantly more strongly than K. In
particular, half a mount of NaCl is needed, compared with KCI,
to uncompact a DNA chain, which had previously been highly
compacted by spermidine (3+). This uncompaction process may
be naturally viewed as binding competition for DNA between
the monovalent ions at very high abundance and spermidine
(3+). Consequently, these results’ suggest that the Nat ions
bind stronger to DNA compared with the K™ ions.

In an unrelated set of experiments, Parsegian group reported
a direct measurement of forces between double-stranded DNA
chains in ordered array solutions of different halides of
monovalent cations.*® These experiments revealed that the
interchain forces, measured as a function of distance between
DNA segments, increased by a factor of 2 as one passed form
NaCl to KCI salt buffer. Thus, Na* ions more effectively
mitigate the electrostatic repulsion between DNA segments as
they are brought in proximity, than K*. Furthermore, the authors
analyzed their results in the context of Manning counterion
condensation theory,? finding that DNA charge neutralization
by Na* is ~20% larger than by K*.*8 This is in a good
agreement with our results presented here (see Table 1). In
addition, this experiment serves as a direct validation of our
recently computed potentials of mean force (PMF) for bringing
to proximity two DNA oligomers, in parallel orientation, in
aqueous solution of NaCl and KCl salt buffers.”> Our computed
PMF in the NaCl buffer” turned out to be smaller than in the
KCI buffer at all distances (0—20 A) between DNA oligomers,
consistent with the corresponding experimental findings.*8

The experimental trends described above are not completely
consistent with the ones obtained from the NMR studies,'® where
the K™ ions were found to have a slightly higher affinity toward
binding to the DNA minor groove than the Na* ions. In an
earlier NMR studies on competitive binding of monovalent
counterions to DNA, Record Jr. and co-workers found a slight
preference of K* binding over Na*.!% In yet another series of
experimental publications on competition among mono-, di- and
trivalent inorganic ions for association to oriented DNA fibers,
lack of significant DNA selectivity was found toward the Na™
or KT ions.!? In another recent experiment, the force was
measured when electric field was applied to a DNA molecule
placed in a nanopore.®® Interestingly, the force was insensitive
to changing the KCI buffer 50-fold, from 0.02 to 1 M KCI. In
addition, the same force was measured in a 0.2 M NaCl buffer.
Although a simple model suggested a 0.50 effective charge per
DNA base pair in all these experiments, consistent with the
Manning counterion condensation, we are not aware of a
quantitative model explaining these experiments. Similar forces
in NaCl and KCI buffers might indicate that K™ ions are trapped
at a slightly larger distance beyond the third peak in the radial
distribution function, compared with the Na™ ions. This, in turn,
suggests that we should distinguish between counterion con-
densation, as in the Manning theory, from chemically specific
association at close distances to DNA, which is the emphasis
of our work.

Thus, on one hand, various experimental results on the relative
extent of the Na™ and K™ association with DNA are not in
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complete agreement with each other. On the other hand, it is
likely thatexperiments on systems with finite DNA concentration*3”"
probe different aspects of DNA electrostatics compared with
experiments carried out in very dilute DNA solutions.®" Further
experimental investigations are needed to clarify these differ-
ences, and help to validate the accuracy of computational
predictions.

4. Conclusions

In the present work, we explore the connection between the
distinct behavior of various mobile ions in biological environ-
ments and the generic properties of electrolyte solutions.
Specifically, we have studied the competitive Nat vs K*
association with the 16-mer DNA oligomer solvated in explicit
water by means of all-atom MD simulations. As opposed to
the approaches used in our prior analysis of the same system,*
here we probed the idea that the local interactions between
mobile ions and the oppositely charged DNA phosphate groups
primarily determine the higher association of Na* counterions
with the whole DNA chain. We addressed this question since a
more general hypothesis, based on the empirical model of
chaotropic vs kosmotropic ionic behavior in bioenvironments,
states that ions in aqueous solutions are discriminated by the
so-called Law of Matching Water Affinities.***> This means
that oppositely charged ions or biomolecular ionic groups with
matching values of hydration energies tend to associate.
Particularly, this argument was used to rationalize the observed
specificity of Na™ and K* association with negatively charged
biomolecular surfaces. For example, it was shown very recently
that this hypothesis was well-suited for explaining the distinct
Na't and KV interactions with some proteins, since the dominant
role in noticeably higher Na't association with these proteins
was played by the effective local associations of sodium ions
with the protein carboxylate groups.3%43

One of the main conclusions of this work is that the above
idea does not fully explain the observed higher affinity for Na*
toward DNA. This is because the dimethylphosphate (DMPH)
anion, the dominant binding site for both Nat and K*, exhibits
negligible selectivity toward Na® and K*. Our molecular
dynamics simulations indicate that the collective effect of DNA
charges drives both, the higher direct binding of Na* to polyion
and also stronger condensation of Na™ within a region of ~9
A form the DNA surface, coinciding with the Manning radius.2!
Interestingly, in our recent detailed study of Na®™ and K*
distributions around the same 16-base-pair DNA oligomer* we
analyzed separately the halide-containing and halide-free DNA
solutions. However, while in the former system the higher Na*
association was partially rationalized by the interplay between
co-ion—counterion complexation and the DNA—counterion
interactions,**® in a halide-free DNA solution the distinct
sodium and potassium behavior was not completely understood.
It follows from the present study that the enhanced anionic
charge density, arising from the polymeric nature of DNA chain,
is another mechanism that provides discrimination between Na™
and K™ in DNA solutions and is substantially responsible for
higher Na™ absorption on DNA in the absence of extra halides.

Investigating the origin of dramatically different Na* and K*
association with DMPH and C1™ anions demonstrated how ion-
DNA interactions in salt aqueous medium can be understood
from studying simple ionic pairing, i.e., from properties of
electrolyte solutions. In particular, we analyzed the free energy
changes upon Na™ and K" binding to chloride and DMPH
anions. It was shown that different dehydration penalties of Na™
and K™ ions play a primary role in determining the noticeable
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difference between K*—Cl~ and Na™—CI~ pairings. On the
other hand, this difference is counterbalanced by different types
of microscopic interactions upon association of Na* and K™
with DMPH anion. As mentioned above, the latter results in
the unnoticeable selectivity for DNA building block, the DMPH
anion, toward Na* and K™ ions. Thus, in the halide-containing
DNA solutions both, the different dehydration penalty of
monovalent counterions and the DNA polyionic nature, produce
noticeably higher Na* association with DNA.

In summary, our AMBER simulations indicate stronger
association of Na™ with DNA, compared to K*. We have found
that this effect is significantly driven by the polyionic nature of
DNA, a collective effect, which is the main result of this work.
Our CHARMM simulations also point to this polyionic effect,
however, the difference between Nat and K™ association is
markedly reduced compared with the AMBER results. A
different sodium and potassium dehydration penalty appeared
to be one of the main microscopic mechanisms explaining
stronger Na' condensation on DNA in the halide-containing
DNA solutions in AMBER simulations. Our computational
predictions are consistent with several DNA experiments in
NaCl and KCl buffers, including experiments by Yoshikawa*>+7-7
and Parsegian*® groups, as well as with an experimentally
measured activity coefficients for NaCl, KCI, NaH,PO, and
KH,PO, electrolyte solutions.”! On the other hand, some other
experiments, including NMR spectroscopy and force mea-
surements,'®1# do not find a substantial difference between the
Na't and K* binding to DNA. Thus, further experimental and
computational works are needed to clarify the reasons for the
disagreements between various experiments. In particular, it is
desirable to explore whether different experiments probe dif-
ferent aspects of mobile counterion condensation in DNA
solutions that are either very dilute or at a finite DNA
concentration. Finally, these experiments and our current
analysis may indicate that different counterions might have
somewhat different associated Manning radii—a computational
strategy to identify these radii from atomistic simulations will
be helpful.
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