Regulation of the H4 tail binding and folding landscapes via Lys-16 acetylation
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Intrinsically disordered proteins (IDP) are a broad class of proteins with relatively flat energy landscapes showing a high level of functional promiscuity, which are frequently regulated through post-translational covalent modifications. Histone tails, which are the terminal segments of the histone proteins, are prominent IDPs that are implicated in a variety of signaling processes, which control chromatin organization and dynamics. Although a large body of work has been done on elucidating the roles of posttranslational modifications in functional regulation of IDPs, molecular mechanisms behind the observed behaviors are not fully understood. Using extensive atomistic molecular dynamics simulations, we found in this work that H4 tail mono-acetylation at LYS-16, which is a key covalent modification, induces a significant reorganization of the tail's conformational landscape, inducing partial ordering and enhancing the propensity for alpha-helical segments. Furthermore, our calculations of the potentials of mean force between the H4 tail and a DNA fragment indicate that contrary to the expectations based on simple electrostatic reasoning, the Lys-16 mono-acetylated H4 tail binds to DNA stronger than the unacylated protein. Based on these results, we propose a molecular mechanism for the way Lys-16 acetylation might lead to experimentally observed disruption of compact chromatin fibers.

Many proteins of higher organisms are found in the “no-man’s-land” between the well-folded globular proteins, which function through their delicately assembled architectures, and the more disordered peptides, which function by either relying on localized sequence signals or on their generic polymer properties. The physical principles behind folding of globular proteins have become well understood based on the concepts of the energy landscape theory, in particular the idea of the folding funnel (1). Namely, the topography of the folding landscape is correlated in such a way that conformational transitions leading to more native-like contacts tend to lower the conformational free energy, while deep traps have been eliminated by evolution so to prevent glassy kinetics of folding. On the other extreme there are functional proteins that are disordered or in a random-coil-like state with the energy landscapes that are relatively flat and sprinkled with some “random” traps (2).

Both theoretical considerations and experiments suggest that most proteins are expected to be found between these two extremes—the perfectly funneled and flat landscapes. For example, almost all globular proteins still have significant residual entropy and may be described by a hierarchical organization of conformational states within their native basins (3–7). This entropy, however, is rather small compared to large conformational entropy of proteins called IDPs (8, 9). The latter polypeptide chains are found much closer to the extreme scenario of flat landscapes with random traps. However, one of us recently suggested that IDPs that contain truly flat landscapes should be distinguished from IDPs that have significant organization of their energy landscape, for example with one or multiple shallow funnels (2). In particular, our recent work has shown that most histone tails, which mediate compaction of genomic DNA in nuclei of eukaryotic cells, are such IDPs with significant organization of their energy landscapes (10). When discussed in this light, it is not surprising that posttranslational modifications of histone tails may significantly remodel their energy landscapes, allowing for rich functional control over their behaviors (11–14). In this manuscript, we first provide a broad-strokes review of some of the theoretical issues pertaining to understanding IDPs, followed by reporting on our atomistic computer simulations of the H4 tail binding and folding upon interaction with DNA, which we found to be modulated in some unexpected ways upon acetylation of the Lys-16 residue.

It is now widely accepted that IDPs play a major role in biology, in particular for higher organisms (8, 9). While many chemical transformations in the cell do require overall rigidity for the tertiary structure, for example to achieve a precise geometric orientation of the catalytic site in enzymatic catalyses (15), the signaling and transcriptional regulatory processes in general benefit from more flexible conformations of proteins because of the ease of regulation, fast turnover rate, high binding promiscuity, and larger capture radius (9). The notion of functionally viable IDPs has emerged relatively recently and embodies a radically new way of thinking in protein science by challenging the classical structural thinking and having a statistical or ensemble behavior as a determinant for the ultimate functional outcome. Nevertheless, mechanistic explorations of IDPs have largely focused on the possibility of coupled binding and folding, according to which an unstructured protein chain acquires a unique three-dimensional structure upon coming in contact with a specific binding partner (16, 17). Both the kinetic and thermodynamic aspects of coupling of binding and folding have been extensively studied in the last decade or so (16–20). The idea of coupling between binding and folding swiftly gained popularity, partly because of its intuitive appeal to the old “structure-function” dogma, which acknowledges the existence of in vivo disordered conformations but nonetheless requires a prompt disorder-to-order transition for proper functioning.

On the other hand, the processes where functional IDPs fail to fold into unique structures upon binding remained largely ignored until very recently (9, 21, 22). It has turned out that perfectly functional cases of uncoupled binding and folding do exist and are likely to be widespread, especially for higher organisms, where there are unique advantages for having a “permanent disorder” (22). Recently, the complexes where proteins retain various degrees of disorder in the bound state have been identified and brought to the attention of the biophysics community (21–23). These novel phenomena of structural polymorphism (or fuzziness) (22, 23) of the bound IDPs reinforces the idea that structural spectrum of functional proteins is truly continuous (2).
and indicates that in certain cases the binding strength and structural rigidity can be compromised for better evolutionary adaptability, when the flexibility of chains and ease of regulation is of primary importance for function.

Despite significant recent progress, full understanding of physics and biology of IDPs has not yet been achieved. Many conceptual as well as technical challenges need to be overcome to gain deeper insights into the synergy between intense fluctuations of IDPs and their corresponding functional behaviors. In this work, we investigate the extent of coupling between binding and folding of histone tails, which are IDPs that mediate compaction of DNA in the eukaryotic cells. Our previous work has shown that histone tails are mostly molten globules (see Fig. 1), not random coils, and are characterized by significant organization of their energy landscapes, containing multiple well-defined conformational basins of attraction (10). In this light, one would expect that binding to DNA could substantially alter this landscape (2, 16), restructuring the ensemble of thermodynamically dominant conformations. Furthermore, IDPs, including the histone tails, are heavily regulated by posttranslational modifications. This regulation is very complex, both from biological and physical viewpoints. From the latter perspective, the multifunnel landscape of histone tails may be significantly remodeled upon posttranslational modifications, such as lysine acetylation. The latter modification has been traditionally viewed from the polyelectrolyte perspective as a simple reduction of histone tail’s net positive charge, that diminishes binding to negatively charged DNA. In this work, we show that this view may be too simplistic and that the internal conformational transitions induced by posttranslational modifications may sometimes completely “overrule” direct electrostatic effects.

From the biological perspective, histones occupy a special place in the protein universe due to their unique architectures, incorporating folded globular core with the flanking intrinsically disordered N- or C-terminal tails (24). The posttranslational covalent modifications of the histone proteins are routes that are widely exploited by eukaryotic cells for regulating variety of important cellular processes (25). While the cores of histones are heavily regulated by posttranslational modifications, this view may be too simplistic and that the internal conformational transitions induced by posttranslational modifications may sometimes completely “overrule” direct electrostatic effects.

The following modifications of histone tails have been observed among others: methylation, acetylation, ubiquitinations, and sumoylation (26). The different combinations of these are recognized as signals for activating or suppressing particular biochemical events (11, 26). There are two ways that covalent modifications can modulate the timing of the gene expression (26): One is by recruiting specific binding agents to the modified sites, and the other is by direct physical changes in histone tail-nucleosome interactions. Our present work deals with the acetylation of the H4 tail, the mode of action of which in part belongs to the second category (27). Some of the end effects of histone tail acetylations are now well known and documented (26, 28–30). However, there seems to be little if any molecular-level rationale about how the acetylation of the H4 tail induces the observed dramatic changes in the chromatin organization (12, 31). Here we propose a molecular level mechanism by which the acetylations may regulate the functions of the H4 tail, which may have implications for the functional regulation of other IDPs based on similar posttranslational modification strategies.

Using explicit solvent all atom simulations and analyses tools borrowed from the spin glass theory, we show the ways that the H4 tail acetylation can affect the conformational and binding propensities of the histone tails. The H4 tail acetylations have been implicated in the transcriptional activation (29, 32). From in vivo experiments, it was found that acetylation weakens the chromatin packing, allowing the transcriptional factors to access the specific gene sequences (29). In another landmark in vitro experiment with the reconstituted nucleosomal assays, the homogeneous mono-acetylation of H4 tails at the LYS-16 residue leads to the massive disruption of the dense 30 nm chromatin fibers (12). Therefore, acetylation mediates the destabilizing effect of the acetylated (AC) H4 tail through a physical mechanism that weakens chromatin fibers. This is commonly thought to be a simple consequence of electrostatics charge reduction upon acetylation (33). To investigate whether the latter hypothesis is well-justified, we generated the conformational ensemble for LYS-16 AC H4, by performing 3-microseconds-long replica exchange molecular dynamics (REMD) simulations following the same protocol as outlined in the previous work (10). Our prior study of wild-type (WT) histone tails (10) revealed that LYS-16 (see Fig. S1), which resides in the sterically crowded beta turn, might destabilize the transient beta hairpins. In the present study, we find that in the LYS-16 AC H4 tail the beta hairpin content is indeed diminished relative to the WT H4 tail (see Fig. 2 and also Figs. S2 and S3). We employed the distribution of the pairwise structural overlap values, \( q_i \), to dissect the intrinsic conformational preferences of AC H4 tail. The parameter \( q_i = \sum_{a,b} \exp \left[ \frac{-r_{ij}^2 - r_{ab}^2}{2\sigma^2} \right] \), originally intro
duced for the study of spin glasses (34), has subsequently found wide applications in the folding studies of the native globular proteins. It quantifies the structural similarity of conformations i and j on a \((q_{\text{min}} = 0, q_{\text{max}} = 1)\) scale using pairwise comparison of all the inter-atomic \((C_{\alpha})\) distances, with a resolution set by the parameter \(\sigma\) (which is 2 Å in the present study). The higher values of \(q\) mean higher structural resemblance between two structures, which are being compared. Histogramming \(q\) among all pairs of conformational snapshots produces \(P(q)\), where the shape of the distribution characterizes the structural heterogeneity of the conformational ensemble. The comparison of the \(P(q)\) distributions for the WT and the AC H4 tails immediately reveals that the latter contains a subset of significantly structured (Fig. 2) and also slightly more compact conformations (Fig. 3). The chain compaction is not surprising, because acetylation reduces the positive charge of the chain and, hence, the polyelectrolyte’s self-repulsion. It also adds to the hydrophobic interactions within the chain. However, significant structuring of chain upon acetylation is the truly remarkable feature that is worthy of a greater attention here. What we find, though histograms like Fig. 2, is that the acetylation induces a transition in the conformational ensemble of the H4 tail, changing its IDP class (see ref. 2 for the formal definition) and turning the more or less uniformly random conformational ensemble into a bimodal distribution with a subset of significantly more structured conformations (see the peak at \(q \approx 0.7 - 0.8\) in Fig. 2). This partial-ordering phase transition, where the chain entropy is expected to be reduced (but still large) for the AC H4 tail, is a key reason for the wildly divergent binding pathways of the WT and AC forms of H4 tail, which is elaborated below. Interestingly, if only the data for the radii of gyration were compared between the H4 WT and AC tails (see below), one would not expect much change between the chain entropies, indicating that radius of gyration is a too-coarse order parameter to address this issue for polypeptide chains. On the other hand, \(P(q)\) plots clearly reveal additional configurational correlations in the underlying energy landscapes, hence demonstrating their utility as a powerful general tool for analyzing IDPs and their posttranslational modifications. In summary, the introduction of the acetyl group leads to slightly more compact globules, which are significantly more structured, with diminished beta hairpin content and enhanced alpha helical flickering elements (see Fig. 2 and Figs. S2 and S3). Some of the qualitative trends of the conformational changes upon acetylation of LYS-16, observed from simulations, is consistent with the prior CD experiments, which reported steady increase in the alpha helical content of the H4 tails as a function of the number of added acetyl groups (35, 36).

Next, we probed the impact of the H4 tail acetylation on the DNA binding propensity. Through model building and an extensive atomistic simulation of the whole nucleosome with tails (see Fig. 4), we identified the most probable binding modes for the H4 tails, which we later used in all of our subsequent simulations. We chose a 20 bp DNA sequence as a mimic of a segment of the nucleosomal DNA and simulated the binding processes for the WT and AC H4 tails by performing two sets of mutually independent umbrella sampling simulations (see Fig. 5) for the unmodified and Lys-16 AC tails (see Materials and Methods for more details). To ascertain that our subsequent umbrella simulations with restrained DNA-protein distances are not biased toward unrealistic conformations, we carried out control simulations of the H4 tails with the DNA for approximately 200 ns. After binding to the DNA segment, the WT H4 tail undergoes less structural fluctuations, which is expected for a highly charged polymer, although the bound H4 tail is still rather flexible and retains significant fraction of disorder, which is also seen in our umbrella sampling

![Fig. 3](image-url)  
**Fig. 3.** The dependence of the block-averaged \(R_g\) on the pairwise \(q\) values. The used block size is \(\sigma_q = 0.025\), which corresponds to \(>10^3\) configurations in each block. The robustness of results was tested by varying the block sizes in the range of \(\sigma_q = 0.01 - 0.1\), which yields quantitatively similar plots to the one shown on the present figure. The confidence intervals are estimated to be in the range of \(+/− 3\%\) with respect to the mean.
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**Fig. 4.** A snapshot from the explicit solvent nucleosome simulation, showing a representative conformation of the H4 tail as an integral part of the nucleosome. The LYS-16 is colored red in both structures. The inset shows the high resolution view of the typical binding mode of the H4 tail, with the LYS-16 bound inside the nucleosomal DNA’s groove.
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**Fig. 5.** Comparison of the PMF profiles of the DNA binding for the WT (blue) and the LYS-16 AC (red) H4 histone tails are shown, computed from two independent simulations. Simulations 1 are indicated with circles, and Simulations 2 are indicated with diamonds. The vertical offsets of the rightmost points of all “curves” are calculated using Debye–Hückel estimations of 50 snapshots from the corresponding farthest umbrella windows using the full set of partial atomic charges of the DNA chain and the protein.
simulations. The residues that are in contact with the DNA are all part of the transiently flickering beta hairpin, which also includes the LYS-16. In the nucleosome, the C terminals of H4 tails are structurally in close proximity to the DNA ramp of the nucleosome (see Fig. 4). Hence, it is a natural choice to use the center of mass distance between the target DNA base pair and the C-terminal segment of the H4 tail centered around Lys-16. From the umbrella sampling simulations we extracted the potentials of mean force (PMFs) as a function of the above-mentioned DNA-protein distance. To account for the finite size effects, we calibrated the right-most points of all PMF curves using continuum electrostatics estimates, as outlined in Materials and Methods.

From the PMF plots of WT H4-DNA binding (see the blue symbols in Fig. 5), we find approximately $2k_B T$ stabilization of the DNA bound configurations at the PMF minimum compared with the completely dissociated conformations. This indicates that thermal fluctuations can frequently break the DNA-tail contacts, making the complex highly dynamic. This would allow the WT H4 tail to be flexible at reasonably fast time scales and easily explore extended chain conformations needed for reaching linker DNA and other nucleosomes. On the other hand, the free energy stabilization of the DNA bound states of the AC H4, at the PMF minimum, is more significant, being in the range between 5 and 6 $k_B T$ (see the red symbols in Fig. 5). The latter is large enough to keep the AC H4 tail frequently "glued" on the surface of the DNA. Interestingly, in the WT form, the LYS-16 is intercalated in the DNA groove, but the AC LYS-16, due to the increased side-chain bulkiness and overall neutral charge prefers to sample states that are outside of DNA grooves (see the inset in Fig. 6). However, this is compensated by collapsing the chain and bringing other lysins closer to the DNA’s surface compared to the WT form, hence, the overall electrostatic attraction is basically unchanged, as discussed below. In terms of compaction, the DNA segment amplifies the initially small difference in the sizes of the tails conformational ensembles, driving the conformational distributions of the WT and AC H4 tails in divergent directions (see Fig. 6).

These observations, in turn, explain the considerable difference in the PMF depths between the WT and AC forms: Despite the fact that acetyl group is reducing the overall positive charge on the H4 tail, the electrostatic stabilizations are nevertheless similar, while some additional nonpolar interactions favor the AC form. Thus, the acetylation of the LYS-16 affects binding to DNA indirectly by changing the conformational ensemble of WT through mediating interactions with the remaining residues of the chain, which ultimately leads to a different binding pathway. In fact, one can see from the structures on Fig. 6, that acetylation has a dramatic impact on the DNA binding mode of the H4 tail. Our present findings are qualitatively consistent with the experiments on acetylation of the disordered C-terminal segment of the p53 protein, where a significant increase in its DNA binding affinity was observed (13) (see also refs. 37 and 38).

To gain further insights into thermodynamic consequences of the H4 tail mono-acetylation, we consider next forces that drive protein–DNA binding. The favorable binding free energy can generally be broken down into three distinct contributions (39): electrostatic interactions, hydrogen bonding, and hydrophobic forces. The electrostatic component alone tends to create nonspecific DNA–protein complexes (40), which are diffuse associations (41), utilized for instance by facilitating the rapid scanning of the genome for the target sites (42). On the other hand, the specific association with the DNA is obtained by forming extensive network of hydrogen bonds, which is further assisted by the hydrophobically driven clustering of nonpolar residues near the binding surface. Furthermore, the electrostatic calculations (43) and thermodynamic analysis of numerous DNA–protein complexes (40) shows that the major driving force for binding often originates not from nonspecific polyelectrolyte interactions but from hydrophobic forces and hydrogen bonding (17). To support our reasoning with quantitative data, we performed detailed structural analysis of the H4–DNA contacts in the bound complex of the WT and AC tails (see Table 1). Counting the number of contacts between various atoms that are classified as "neutral," "acidic," and "basic," we see that the overall number of atomic contacts are comparable, with the AC H4 tail forming an approximately similar number of overall interfacial contacts, which is also consistent when comparing the surface accessible areas of the two forms (see Table 1). However, the number of contacts of mainly hydrophobic origin (indicated as neutral-neutral in SI Text and Table 1) is significantly enhanced upon acetylation. Another interesting observation is made when comparing the electrostatic components of the binding free energy of the AC and WT H4 tails, by employing simple Debye–Huckel calculations of bound state snapshots, which take into account partial charges on all atoms. While the electrostatic free energy unsurprisingly favors the binding of the more positively charged WT H4 tail (see Table 1), the net gain itself is marginal, on the order of 0.1 $k_B T$. Thus, the difference in binding affinities of WT and AC H4 tails toward DNA originates largely from nonelectrostatic contributions. More specifically, the enhanced binding affinity of the AC H4 tail can be attributed to its collapsed and more hydrophobic nature that makes more contacts with the surface of the DNA. Another likely contribution that would favor the higher affinity for the AC H4 tail is the diminution of the entropy loss upon binding to DNA, because some chain entropy is already lost upon acetylation of the free WT tail, as discussed above.

Table 1. Summarization of structural analyses of DNA bound state for WT and AC forms of the H4 tails. Further details are elaborated in SI Text

<table>
<thead>
<tr>
<th>Contact type</th>
<th>WT</th>
<th>AC</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of total contacts</td>
<td>150</td>
<td>150*</td>
</tr>
<tr>
<td>No. of atoms in contact</td>
<td>110</td>
<td>110</td>
</tr>
<tr>
<td>No. of neutral–neutral contacts</td>
<td>38</td>
<td>45</td>
</tr>
<tr>
<td>No. of acid–acid contacts</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>No. of acid–base contacts</td>
<td>9.0</td>
<td>8.0</td>
</tr>
<tr>
<td>No. of acid–neutral contacts</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>No. of base–neutral contacts</td>
<td>41</td>
<td>39</td>
</tr>
<tr>
<td>No. of base–neutral contacts</td>
<td>29</td>
<td>28</td>
</tr>
<tr>
<td>ΔSAS (Å²)</td>
<td>1,000</td>
<td>1,000</td>
</tr>
<tr>
<td>Debye–Huckel free energy ($k_B T$)</td>
<td>–9.3</td>
<td>–9.2</td>
</tr>
</tbody>
</table>

*The global cutoff was set to 3.5 Å. Potoyan and Papoian
The stronger interaction of the AC H4 with the DNA is expected to have a noticeable structural impact on the local inter-nucleosomal configurations, which would then propagate down further by ultimately changing the chromatin architecture on a much larger scale (12). The latter assertion is supported by the FRET measurements of DNA labeled nucleosomes (44, 45), which reveal distinct structural changes on the mononucleosomal level that are driven solely by H4 acetylation. Furthermore, these FRET experiments indicate that H4 acetylation results in tightening of the free DNA ends coming out of the nucleosome (44, 45). The latter result may be potentially consistent with the idea of stronger binding of AC H4 tail to its own nucleosomal DNA, which is the main suggestion of the current work. The unique role of the H4 histone tail in maintaining the chromatin architectural organization has been established by sedimentation experiments (30), which showed that, from all the tails, only the absence of H4, or equivalently its acetylation, can cause an irreversible disruption of the chromatin fiber. One commonly accepted explanation states (14) that all of the WT core histone tail domains have well-pronounced preference to bind the linker DNA—the short segment that joins two adjacent nucleosomes (44, 46). Coarse-grained molecular simulations also seem to stress the importance of the so-called “tail bridging” effect in increasing the attraction between the nucleosome cores (47). The acetylation of LYS-16 on H4 tail might therefore oppose the tail bridging effect, leading to weakened nucleosome–nucleosome interactions.

In the context of the chromatin folding our results suggest a simple molecular level mechanism that might explain how the mono-acetylation of Lys-16 of the H4 tail can cause the local unraveling of the chromatin fibers (see Fig. 7). We speculate that LYS-16 acetylation results in partial ordering and the subsequently tighter binding of the H4 tail to its own nucleosomal DNA, which, in turn, would significantly suppress the access of H4 tail’s N-terminal segment to the regions outside of the nucleosome and, hence, disallow the H4 tails to mediate stabilizing interactions with the neighboring linker DNA and nucleosomes. As a consequence, local bulges may form within the dense poly-nucleosomal arrays. Hence, we hypothesize that the WT H4 tail can freely explore its conformational space, while acetylation is an autoinhibitory molecular switch that leads to H4 tail’s sequestration by its own nucleosome. Our mechanism may provide a molecular explanation for the experiments conducted by Widom and coworkers (48, 49), who have observed similar rates for transcriptional elongation by either acetylation or complete removal of the H4 histone tails. From the broader perspective of the general mechanisms for regulating IDPs, our work indicates that posttranslational modifications significantly remodel IDPs’ energy landscapes and may induce somewhat complicated disorder-to-less-disorder conformational phase transitions. This, in turn, primes the IDP for stronger interactions with specific binding targets, allowing for great functional plasticity and complexity of regulation. Given the combinatorially large number of posttranslational modifications that are used in biology, including for modulating the function of histone tails, a great deal of future research is needed to elucidate the physical principles used to achieve specificity in binding and unfolding pathways of various IDPs. In particular, it will be interesting to investigate how binding specificity depends on the degree and combinatorics of multiply AC histone tails, including the H4 tail. For instance, we expect a nonmonotonous dependence on the degree of the H4 tail acetylation, where binding to DNA is first enhanced for less-acetylated forms but is subsequently diminished upon further hyper-acetylation because of electrostatic consequences of acetylation eventually becoming more dominant. Future experiments and computer simulations should address these interesting possibilities.

Materials and Methods

All the simulations reported in present contribution were carried out with the aid of SANDER and PMEMD molecular dynamics engines, which are the part of AMBER11 code. The amino acid sequence for the H4 tail was chosen based on the physical definition of histone tails (see Fig. S1) first given in the previous work (10). The nucleotide sequence for the DNA was chosen randomly as a semirandom way as a mimic of a typical fragment of the nucleosomal DNA sequence (ss: 5’TGATTTCAGGGGGGCCCCG). The MM field force field in our study consists of the following force fields: ff99SB* for proteins (50), parmsc6 for nucleic acids (51), TIP3P for water molecules (52), and Joung-Chen atom set for ions (53). The WT and Lys-16 AC H4 tails were first equilibrated, and then random snapshots were chosen as starting points for subsequent umbrella sampling simulations. Electronic structure calculations using the B3LYP DFT functional (54) and ccPVTZ basis set (55) were used for obtaining the partial charges of the AC lysine, which were incorporated in the standard AMBER ff99SB* protein force field. The DNA+protein system preparation involved the following steps. At first, each tail was placed in a box with a 20 bp DNA at a 25-A center of mass separation (see Fig. S4 for more details), where the center of mass for the DNA was defined with respect to two base pairs in the middle of the DNA and for H4 tail with respect to five residues centered at LYS-16. Afterward the whole system was solvated with TIP3P waters and sufficient amount of ions was added to reproduce 0.14 M NaCl concentration. Step-by-step energy minimization runs were carried out subsequently with the restrained and relaxed protein +DNA configurations. Next, the system was heated (Langbein NVT, approximately 500 ps) and equilibrated (Nose–Hoover NPT, approximately 1 ns), keeping the center of mass distance fixed.

Umbrella centers and spring constants were chosen via several trial simulations to ensure the significant overlap of parameter values between the adjacent windows. The two angles formed by the terminal bases of the DNA, the center of mass of the DNA, and the center of mass of the histone tails were restrained (with spring constants of approximately 90 kcal/mol) to facilitate the direct binding to the same specific spot on the DNA for both histone tails. In total, approximately 14 ns long simulations were carried out in each window and only the last 10 ns was used for the thermodynamic analyses. The WHAM (56) was employed for analyzing the umbrella sampling simulations. To check for the sufficient level of equilibration and to eliminate the possibility of bias due to specific initial condition, we have carried out additional and independent umbrella sampling runs (indicated as sim #2 in Fig. 5), with the same spring constants and restraining positions but using as starting configuration the subsequent umbrella sampling configurations. The quantitative (WT H4-DNA) and semiquantitative (AC H4-DNA) agreement between the corresponding PMFs are a strong indication of sufficient sampling along all the remaining directions orthogonal to the reaction coordinate (see Fig. 5). Prior to the umbrella sampling simulations, the bound configurations were equilibrated by running 2–3 nanoseconds long REMD simulations. Afterwards, the most dissimilar (with respect to the starting structures) of the conformational ensembles were chosen for the subsequent PMF calculations. These are reported as simulation number: 1 and 2 on the Fig. 5 of the main text.

Both for postsimulation analyses and PMF curve calibrations, the electrostatic components of the free energy were separately estimated via the Debye–Hückel approximation for the spheres with finite radii,
\[ \Delta F_{ij} = k_B T \left( \sum_{ij} q_i q_j \frac{\exp(-q_i q_j)}{r_{ij}} \right) \] where the \( q \)s are standard AMBER charges (expressed in units of the elementary charge), \( r_{ij} \) is the interatomic distance, \( k_B \) is the average radius of two interacting atoms, \( \lambda \) is the Bjerrum length (approximately 6.3 Å), \( k \)^{-1} is the Debye length of the solution (approximately 7.1 Å), and the angular brackets indicate ensemble averaging. These estimates for the WT and AC form were used to calibrate the overall vertical offsets of each PMF curve by matching the rightmost points corresponding to the farthest distances between DNA and the tail (between approximately 0.5 \( k_B T \) and 1 \( k_B T \)). We have also estimated the electrostatic component of the interaction energy with periodic images using the DH approximation. In both cases the correction is significantly less than approximately 1 \( k_B T \) and thus can be safely neglected.


The simulations of the whole nucleosome, the snapshot of which is shown on Fig. 4, has been run for approximately 120 ns using explicit solvent and physiological ionic conditions. The starting configuration for the simulation was the X-ray structure from Richmond et al. (24) (Protein Data Base ID code 1KXS), with the complete structures of all histone tails.
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Here we provide methodological details for the way data in Table 1 was obtained.

Table 1 was constructed based on detailed inter-atomic contact analysis of conformations of the wild type (WT) and acetylated H4 tails, which are taken from the umbrella windows corresponding to the DNA-bound complexes. We have done several calculations based on the individual sets of umbrella simulations (two independent runs) that show consistency in the contact distributions. The table data are based on the combined trajectory of two independent simulations with 100 equidistant points selected from each trajectory. The main qualitative feature from all of our calculations is the relatively larger difference between number of hydrophobic contacts of the AC and WT H4 tails. All numerical values are shown to two significant figures.

**Fig. S1.** The amino acid sequence and the 3D structures of the AC and WT H4 histone tails are shown. The Lys-16 is highlighted on both structures and on the main sequence. The N- and C-terminals are indicated respectively with red and yellow colors. The black arrow points at the modification site, the LYS-16 residue.

**Fig. S2.** The correlation of the size with the secondary structural content for the WT H4 tail. Abscissa denotes the values of radius of gyration and the ordinate corresponds to the number of residues in \( \beta \) conformation. The color bar quantifies the relative probabilities of conformations. From the figure one can see a significant occupation of states with beta hairpin conformations.
**Fig. S3.** The correlation of the size with the secondary structural content AC H4 tail. Abscissa denotes the values of radius of gyration and the ordinate corresponds to the number of residues in β conformation. The color bar quantifies the relative probabilities of conformations. From the figure one can see a noticeable diminution of hairpin content compared to the WT form.

**Fig. S4.** The initial setup of the DNA+H4 histone tail system. Shown are the dimensions of the simulations box and the intermolecular distances for the initial state of the DNA+H4 tail system.