Molecular Renormalization Group Coarse-Graining of Electrolyte Solutions: Application to Aqueous NaCl and KCl
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Simplified, yet accurate, coarse-grained models are needed to explore the behavior of complex biological systems by means of Molecular Dynamics (MD) simulations, because many interesting processes occur at long time scales and large length scales that are not amenable to studies by atomistic simulations. The aqueous salt buffer provides an important contribution to the structure and function of biological molecules. While in many simplified models both water and salt are treated as a continuous medium, it is often desirable to describe mobile ions in an explicit manner. For example, the discrete nature of ions was shown to play a very important role in their interaction with highly charged biomolecules, such as DNA. In this work, we have derived an effective interaction potential for monovalent ions by systematically coarse-graining the all-atom NaCl and KCl aqueous solutions at several different ionic concentrations. Our approach is based on explicitly accounting for cross-correlations among various observables that constitute the compact basis set of the coarse-grained Hamiltonian. Compactness of the Hamiltonian ensures computational efficiency of the optimization procedure. In addition, it allows us to accurately reproduce many-body effects, in contrast with many existing algorithms. The resulting Hamiltonian produced ionic distributions that are virtually identical to those obtained in atomistic simulations with explicit water, capturing short-range hydration effects.

Our coarse-grained model of monovalent electrolyte solutions allows the incorporation of ions into complex coarse-grained biomolecular simulations, where both electrostatic and short-range hydration effects must be taken into account.

Introduction

Because aqueous salt environments are crucially important in determining the structure and function of all biological molecules and processes, they are often studied by means of all-atom Molecular Dynamics (MD) simulations. However, the computational cost of treating water and the mobile ions in an explicit way significantly limits the applicability of all-atom MD simulations to relatively small molecular systems (∼10⁶ atoms) evolving over short time scales (∼100 ns). In contrast, many biophysical phenomena occur at much larger length scales and longer time scales. When solvent and ions are included explicitly, simulation of many biomolecular structures, such as chromatin fibers, requires computation for hundreds of thousands to tens of millions of particles, which are mostly solvent. Hence, to efficiently study such systems, a simplified, coarse-grained (CG) representation is needed. The main difficulty in developing CG models is retaining sufficient fidelity to the original explicit solvent description, such that essential physics of processes of interest can still be reliably captured.

In the majority of works on coarse-graining various molecular systems, a great deal of attention is paid to the accuracy of simplified models for the solute molecules, while the surrounding aqueous salt environment is treated as a continuous medium. There are, however, numerous examples suggesting the importance of explicitly considering the mobile ions in CG models. For instance, it is desirable and may even be necessary from a physical standpoint to include explicit ions in systems whose behavior is primarily driven by the electrostatic interactions. Compaction of highly charged DNA molecules inside nuclei of eukaryotic cells, so-called chromatin folding, is illustrative of phenomena driven by electrostatics, where the extent of chromatin compaction and stability of specific conformations strongly depend on the concentration of mobile ions in a solution. This is because counterions, such as Na⁺ or K⁺, interact with the oppositely charged DNA phosphate groups, mitigating the electrostatic repulsion between distant parts of the DNA molecule and facilitating chromatin folding. Counterions also play an important role in RNA folding.

Because of the complex nature of interactions among DNA, water molecules, and ions, the commonly used continuous approximations for mobile ions ignore some of the important interactions that occur at short distances (see refs 4, 5), which are vital to chromatin organization in the compact state. For example, representing ions explicitly may significantly improve coarse-grained modeling of a nucleosome, a nucleoprotein complex comprised of the DNA chain wrapped around the protein histone core, which is the basic unit of the chromatin fiber. Counterions crucially interact not only with negatively charged DNA, but also the protein part of the nucleosome. When we compared counterion association obtained from all-atom simulations with the nonlinear Poisson–Boltzmann equation results, at the same salt concentration, we found significant differences. This points to the importance of the discrete character of ions and water, which is manifested by nontrivial hydration effects. Consequently, one may expect ionic interactions and hydration effects to have a profound effect on the formation of the higher order chromatin structures, because a typical internucleosomal distance in the chromatin fiber is of the order of ∼10 Å, a distance at which continuous electrostatics breaks down.
The influence of mobile ions on the dynamics of charged macromolecule has been demonstrated by recent works on the coarse-graining double-stranded DNA chain.\textsuperscript{8–10} For example, a good agreement with experiment was obtained for the values of DNA persistence lengths calculated at various NaCl concentrations in a CG model of DNA segment, where mobile Na\textsuperscript{+} and Cl\textsuperscript{–} ions were treated explicitly.\textsuperscript{9} In a different and more detailed CG DNA model, however, with no explicit mobile ions, the DNA persistence length appeared to be twice smaller than the experimental value.\textsuperscript{8} Finally, our recent model of the DNA chain,\textsuperscript{10} also lacking explicit ions, produced a DNA persistence length that is larger by \textasciitilde 25\% than the corresponding experimental value (unpublished data). However, because all of these models differ in resolution and no parameter optimization was performed in the two first of the studies, it is not possible to infer the extent of the DNA model improvement due to explicit treatment of mobile ions. The above discussion points to the lack of an accurate CG model of DNA in which the mobile ions are treated explicitly. It is important to have such a model because there obviously exists a noticeable difference between the dynamics of CG DNA chain modulated by explicit mobile ions and the corresponding dynamics observed with the continuous model of surrounding salt.

The discussion thus far suggests that to accurately represent electrostatic interactions in simplified models of complex charged systems it is necessary to consider mobile ions on equal footing with the charged object itself. Toward this goal, implicit-solvent interionic potentials are necessary to describe the bulk properties of monovalent electrolyte solutions by systematically integrating out the solvent degrees of freedom. This is the goal of the present study.

Our approach is based on constructing an effective Hamiltonian for the CG system, mobile Na\textsuperscript{+} (or K\textsuperscript{+}) and Cl\textsuperscript{–} ions without explicit water, where the Hamiltonian is expressed as a linear combination of molecular interaction potentials, which are simultaneously thought of as relevant physical observables, followed by subsequent iterative parameter optimization (see Methods section). Our motivation is to make the Hamiltonian compact and physically plausible, which significantly reduces the choice of physical observables from the potentially infinite manifold. In this respect, our approach differs principally from the closely related optimization method due to Lyubartsev and Laaksonen, where all pairwise interactions were decomposed over the very large and not physically motivated set of positional Dirac delta-functions.\textsuperscript{11–13} An extremely large number of the latter basis functions are needed for describing many-body interactions in polymer chains, such as bending and dihedral interactions, making the subsequent inversion problem impractical, as discussed in detail in our recent work.\textsuperscript{10} On the other hand, the Lyubartsev–Laaksonen (LL) optimization technique seemed to have worked reasonably well for simple systems with small number of pairwise interactions, as demonstrated by coarse-graining of ionic solutions.\textsuperscript{11} However, even for such systems, the optimization procedure may be quite problematic because of inherent redundancy of the large delta-function basis set, which is further elaborated below. As a result of this degeneracy, multiple unrelated parameter sets might result from LL optimizations, posing serious convergence and uniqueness issues, as recognized in the earlier works.\textsuperscript{11}

Our CG Hamiltonian, on the other hand, is highly compact at the price of introducing basis set functions of different dimensionality. As explained in the Methods section, the Hamiltonian compactness may be viewed as “projecting” the dynamics of the original AA system onto the relevant set of dynamical modes, associated with the reduced CG Hamiltonian basis set. The advantage of our method rests on the linearity of the Hamiltonian with respect to optimizable parameters and also Hamiltonian’s compactness, where these properties play a key role during parameter optimization. The latter, within the mean field approximation, relies on matching various pair (cross-) correlators for the dynamical variables in CG and the reference AA systems. At the same time, Hamiltonian compactness makes it computationally feasible to go far beyond matching solely pair correlators and permits reproduction of correlators of higher orders, thus significantly enhancing the accuracy of the model. Additionally, the Hamiltonian linearity over physical observables allows us to interpret the system’s partition function as a generating functional that can be differentiated to obtain the corresponding correlation functions. Mathematically then, matching various order correlators of the physical observables that directly enter the CG Hamiltonian between CG and AA systems ensures a significant equivalence of the corresponding partition functions, making the coarse-graining in this work reminiscent of renormalization group (RG) theory,\textsuperscript{14} as further elaborated below. From this perspective, integrating out the solvent degrees of freedom, as we pass from the AA to the simplified CG system (comprised of ions only), corresponds to one-step renormalization. In more complex molecular systems, multiple rounds of coarse-graining would be straightforward using this approach.

Notably, both LL and our methods are RG-based optimization techniques. In particular, the LL technique was adapted from the RG Monte Carlo method developed by Swendsen to study critical phenomena in three-dimensional Ising models.\textsuperscript{15} However, the above-mentioned difficulty of incorporating the many-body effects into the optimization scheme is a drawback of LL approach, restricting its applicability to simple molecular systems. After Lyubartsev et al., we generalized Swendsen’s RG method even further to effectively deal with many-body effects in complex molecular systems. For example, molecular renormalization group coarse-graining (MRG-CG), using molecular basis functions in the RG based optimization scheme, has been applied to developing a two-bead per base pair model of double-stranded DNA.\textsuperscript{10} In the present work, we test the method on much simpler systems of mobile Na\textsuperscript{+} (K\textsuperscript{+}) and Cl\textsuperscript{–} ions at various concentrations. Despite simplicity, however, such systems are characterized by long-range electrostatic interactions and complex dynamical correlations among the ions. Thus, care should be exercised in the choice of the relevant physical observables to guarantee the completeness of the Hamiltonian basis set, which, in turn, assures the convergence of the parameter optimization procedure, as discussed below. The interaction potentials for the monovalent ionic solutions derived in this work (see the Supporting Information for the parameter set tables) may be used to incorporate ions into complex coarse-grained biomolecular simulations, where both electrostatic and short-range hydration effects need to be taken into account.

\textbf{Method Section}

\textbf{MD Simulations of All-Atom Systems.} To build CG models of NaCl electrolyte at various ionic concentrations by integrating out water from the corresponding all-atom aqueous solutions, we prepared three systems representing NaCl solutions at 100, 300, and 500 mM ionic concentrations. The systems were comprised of 7, 21, and 35 NaCl molecules, respectively, placed evenly throughout the cubic box having dimensions 45 \times 45 \times 45 Å. We note that a larger simulation box could have been used to reduce the finite size effects. However, we are only trying to determine short-range interactions for the coarse-
grained Hamiltonian, on the order of 10 Å. The long-range interactions in the CG model are given by the Coulomb potential, without adjustable parameters. Because the periodic cell linear dimension is at least 4-fold greater as compared to the length scale of the short-range interactions, we expect that finite size effects do not appreciably influence the optimized parameter values for these interactions. All systems were further solvated in more than 2800 TIP3P water molecules. We used the recently developed force field for alkali and halide monovalent ions to parametrize interionic and ion–water interactions and AMBER 10.0 software suite to carry out all MD simulations. It is important to note that the earlier default force field for monovalent ions in AMBER led to small overestimation of K⁺–Cl⁻ association, as discussed in our recent works as well as the works of others. All initial structures have been first minimized according to the standard steepest descent algorithm. Next, they were heated to 300 K over a period of 1 ns and subsequently equilibrated for another 5 ns in the canonical NVT ensemble. The subsequent production run for each system was carried out at constant temperature (300 K) and pressure (1 bar) using the Langevin temperature equilibration scheme, the “weak-coupling” pressure equilibration scheme, and periodic boundary conditions. The translational center-of-mass motion was removed every 2 ps. We used the SHAKE algorithm to constrain all bonds involving hydrogens, which allows all MD simulations to use an increased time step of 2 fs without any instability. Particle Mesh Ewald method was used to treat long-range interactions with a 10 Å nonbonded cutoff. The production run was carried out for 60 ns to ensure the equilibration of ions. The above protocol was also used to simulate a 300 mM solution of K⁺ and Cl⁻ ions, whose composition and geometry were identical to those of the 300 mM NaCl system.

**MD Simulations of Coarse-Grained Systems.** We used the large-scale atomic/molecular massively parallel simulator (LAMMPS) to carry out MD simulations of CG ionic systems at 100, 300, and 500 mM concentrations. Number of Na⁺ (K⁺) and Cl⁻ ions as well as the size of the periodically repeating cubic cell in each system were the same as in the corresponding all-atom system. To be consistent when going from atomistic to coarse-grained simulations, we kept the sizes of simulation boxes equal to those of the AA system, such that both the cutoff for direct Coulomb interactions and, importantly, the size of periodic cell along with the precision of the Ewald summation procedure (which defines the number of k-space points) remain unchanged. Our experience with varying the periodic box sizes suggests that the latter requirement is necessary, because different conditions for Ewald procedure may influence electrostatics. Following these requirements, the number of ions and the size of periodically repeating cubic cell in each of the CG systems were the same as in the corresponding AA system. We used the canonical NVT integration scheme (Nose/Hoover temperature thermostat) to update particle’s positions and velocities at each time step. Similarly to all-atom systems, all CG systems were minimized, heated to 300 K, and equilibrated before the production run used for further analysis. Particle Mesh Ewald technique was used to treat the long-range (Coulomb) interactions. To determine the largest time step that can be used to simulate the CG system without instabilities, we used the criteria of the total energy conservation, the latter being the energy of the CG system complemented by the contribution from the Nose–Hoover Hamiltonian. It appeared that it was safe to use the time-steps of up to 10 fs, so we used this upper limit in the MD simulations. The production run for each optimization iteration was 40 ns to ensure the convergence of the covariance matrix for physical observables (see eq 5). We verified the convergence at each iteration by comparing the data generated from two halves of the MD trajectory.

**Computing the Ionic Potential of Mean Force.** As is customary, we use the potentials of mean force (PMF) as a starting approximation for the effective interactions in the CG system. PMFs are obtained by the Boltzmann inversion of the corresponding all-atomistic distribution functions. In the context of the present work, interionic PMF, \( U_{\text{PMF}} \), is expressed through the ionic radial distribution function (RDF), \( g(r) \), as follows:

\[
U_{\text{PMF}} = -k_B T \ln g(r)
\]

(1)

To calculate \( g(r) \), we first compute \( \text{Na}^+ - \text{Na}^+, \text{Na}^+ - \text{Cl}^-, \text{Cl}^- - \text{Cl}^- \) separations for all ionic pairs and construct the corresponding distance histograms from each snapshot of MD simulation. Next, these histograms are subject to normalization by the volume \( V_r \) and \( V_r^0 \), to ensure that the number of neighbors within a distance \( r \) from a given ion is

\[
n(r) = \rho \int_0^r g(r) dr
\]

(2)

where \( \rho \) is the average concentration of ions.

**Optimizing Force-Field Parameters Using RG-Inspired Approach.** The optimization scheme used in the present work closely follows the Monte Carlo RG method developed by Swendsen and co-workers to compute critical exponents in Ising models. To proceed with mathematical formulation of the problem, we first introduce an effective CG Hamiltonian \( \mathcal{H}(\{K_{\alpha}\}) \), defined by a parameter set, \( \{K_{\alpha}\} \), subject to canonical averaging over \( \mathcal{H}(\{K_{\alpha}\}) \). In this work, we are mostly interested in Hamiltonians, which are of the following form, \( \mathcal{H} = \sum_{\alpha} K_\alpha S_{\alpha} \). Here, the term “observable” refers to the quantity collected in AA and CG systems, thus being “measured” in the context of numerical experiments. As explained in the section Hamiltonian as a Linear Combination of Physical Observables, for the present case of electrolyte systems, the set of observables is related to specific integral characteristics composed of interatomic interaction potentials. The difference, \( \Delta(S_\alpha) = \langle S_{\alpha}\rangle_{\text{CG}} - \langle S_{\alpha}\rangle_{\text{AA}} \), between the expectation values of an observable, \( S_{\alpha} \), averaged over CG and AA systems may be expressed as

\[
\Delta(S_\alpha) = \sum_\gamma \frac{\partial \langle S_{\alpha}\rangle_{\text{CG}}}{\partial K_\gamma} \Delta K_\gamma + O(\Delta K^2)
\]

(3)

which is simply an expansion of \( \langle S_{\alpha}\rangle_{\text{CG}} \) around some point in space of the Hamiltonian \( \{K_{\alpha}\} \). The analogous observables, \( \langle S_{\alpha}\rangle_{\text{AA}} \), can be defined and computed from atomistic simulations; however, they enter into eq 3 as specific numbers, through \( \Delta(S_\alpha) = \langle S_{\alpha}\rangle_{\text{CG}} - \langle S_{\alpha}\rangle_{\text{AA}} \). The derivative in eq 3 is given by (CG subscripts are omitted):

\[
\frac{\partial \langle S_{\alpha}\rangle}{\partial K_\gamma} = -\frac{1}{k_B T} \left[ \langle S_{\alpha} (r) \frac{\partial g(r)}{\partial K_\gamma} \rangle - \langle S_{\alpha} \rangle \langle \frac{\partial g(r)}{\partial K_\gamma} \rangle \right]
\]

(4)

and represents “susceptibility” of observable \( \langle S_{\alpha}\rangle \) to the change of parameter \( K_\alpha \). Hence, eq 3 may be viewed as the system’s linear response to an external potential \( \Delta K \). This analogy is particularly beneficial in case of Hamiltonians linear in \( \{K_{\alpha}\} \), having the form \( \mathcal{H} = \sum_{\alpha} K_\alpha S_{\alpha} \). Next, eq 3 reduces to

\[
\Delta(S_\alpha) = -1/(k_B T) \sum_\gamma \left[ \langle S_{\alpha} S_\gamma \rangle - \langle S_{\alpha}\rangle \langle S_\gamma \rangle \right] \Delta K_\gamma
\]

(5)

being expressed in terms of cross-correlators of various observables, as expected for susceptibilities. The following...
parameter optimization scheme may be used to decrease \( \Delta (S_\alpha) \). First, the \( \langle S_\alpha S_\gamma \rangle_{\text{CG}} \) correlators are obtained from MD simulations of the CG system using some trial set of Hamiltonian parameters, \( \{K^{(0)}_\alpha\} \), followed by the calculation of the deviations \( \Delta (S_\alpha) \) of each CG variable from their corresponding reference AA values. Subsequently, the system of linear eq 5 is solved to yield the corrections for the Hamiltonian parameters, \( \Delta K^{(0)}_\alpha \), which define a new parameter set \( K^{(1)}_\alpha = K^{(0)}_\alpha + \Delta K^{(0)}_\alpha \) for the next CG iteration. The procedure is repeated until the convergence of all CG variables is reached, that is, \( \langle S_\alpha S_\gamma \rangle_{\text{CG}} \approx \langle S_\alpha S_\gamma \rangle_{\text{AA}} \).

**Solving the Inverse Problem.** Eigenvalues of covariance matrix (5) indicate how changes in various dynamical modes affect different effective potentials. For the present ionic problem, it turns out that the covariance matrix is nearly singular, resulting in degeneracy of solutions that represent various sets of parameters. Apparently, this problem is caused by the redundancy of interaction potential functions as well as by the noise that is normally present in the input data obtained from MD simulations.\(^{13,31}\) When too many observables are used to describe the CG system, larger uncertainty in the covariance matrix inversion results, and thus the stronger is the degeneracy of the resulting set of CG Hamiltonian parameters. This implies, in particular, a significant advantage of using our compact set of 18 basis functions as compared to a very large set of \( \sim 600 \) positional Dirac delta-functions used in the LL approach. After a compact Hamiltonian basis set was introduced, further reduction in the degeneracy can be achieved by eliminating those matrix eigenvectors that superfluously affect Hamiltonian parameters. Singular value decomposition (SVD) could have been directly used to address this issue if the elements of the covariance matrix in eq 5 had identical physical units. However, the matrix element \( \langle S_\gamma S_\delta \rangle - \langle S_\gamma \rangle \langle S_\delta \rangle \) involving cumulative Gaussian and the repulsive \( (1/r)^{12} \) functions (see section Hamiltonian as a Linear Combination of Physical Observables) is measured in units of \( [\text{Å}^{-12}] \), while the diagonal element \( \langle S_\gamma S_\gamma \rangle \) is dimensionless. Therefore, to use SVD at each iteration, we reduced the corresponding covariance matrix to a dimensionless form by appropriately rescaling vectors \( \Delta K_\alpha \) and \( \Delta (S_\alpha) \).

Next, in matrix notation, the rescaled eq 5 takes a form,

\[
\sum_j \frac{M_{ij}}{\sqrt{q_j}} \cdot X_j \cdot \sqrt{q_i} = B_i \cdot \frac{1}{\sqrt{q_i}} q_i \equiv M_{ii}
\]

with \( M, X, \) and \( B \) standing for the covariance matrix, vector of the corrections \( \Delta K_\alpha \), and the vector of deviations \( \Delta (S_\alpha) \), respectively. As follows from the second equation, vector \( q \) is composed from the diagonal elements of the original matrix \( M \). Hence, the latter is reduced to a dimensionless form (with unit elements on the diagonal) after its element-by-element division by the tensor \( (q_i \cdot q_j)^{1/2} \). After near zero eigenvalues were filtered out and a subsequent matrix inversion was performed, the original units of the elements \( \Delta K_\alpha \) were obtained by reverse transformation.

**Coarse-Grained Modeling of NaCl Solutions.** We model an aqueous NaCl solution as a collection of particles, each carrying a charge of either +1 or −1, corresponding to Na\(^+\) and Cl\(^−\) ions, respectively, which interact via potentials accounting for the ionic hydration and associated with the structural behavior of ions at small separations. The ion–ion RDFs computed from all-atom MD simulations of all three NaCl systems are shown in Figure 1. It is seen that there are several pronounced peaks in each RDF, indicating a formation of ionic “shells” around a given ion. In particular, the first peak corresponds to direct ionic contacts, while other peaks reflect the water-mediated interactions. Note, in more dilute solutions the repulsion between like charged ions is stronger because they are less screened electrostatically by ions of the opposite charge (see Figure 1a,b). This trend is consistent with the stronger attraction among Na\(^+\) and Cl\(^−\) ions in dilute solutions, as indicated in Figure 1c. This structural analysis suggests that the effective CG Hamiltonian may be represented as a sum of (at least) three contributions,

\[
\mathcal{H} = \mathcal{H}_\text{ex} + \mathcal{H}_\text{hyd} + \mathcal{H}_\text{el}
\]

In this expression, the first term indicates the energy due to excluded volume interactions, the second term is responsible for ionic hydration effects, and the last term represents the sum of electrostatic interactions.

As suggested in the previous section, the functional forms for individual energetic contributions can be inferred from the corresponding PMFs obtained by the Boltzmann inversion of the PMF characterizing Na–Cl interactions in the half-molar NaCl aqueous solution is demonstrated in Figure 2a.

First, we assume that particles in the CG system interact via long-range Coulomb potential. This, particularly, allowed us to set the absolute scale of the ionic PMF by equating the PMF value at the largest ionic separation to the interaction energy calculated from the analytical Coulomb potential. Aside from electrostatics, another obvious component of the PMF is a strongly repulsive short-range potential characterizing excluded volume interactions, whose functional form we approximate by the repulsive part of the Lennard-Jones potential, \((1/r)^{12}\). Finally, to capture structural ionic peaks and minima in the PMF, we propose to use Gaussian functions. Indeed, a certain PMF peak or minimum can be described by a function that is nonzero in a narrow range of interparticle separations, and a Gaussian function is ideally suited for that purpose. This is also a physically sound choice, because Gaussians corresponding to peaks of the PMF may be associated with the free energy penalty.
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for two ions to approach each other due to ionic dehydration. Similarly, Gaussians representing PMF minima describe a favorable range of ionic separations when ions are in a direct contact, separated by a certain amount of water molecules or fully hydrated. As a result, our effective Hamiltonian has the following functional form:

\[
\mathcal{H} = \sum_{ij} \left[ \frac{A}{r_{ij}^2} + \sum_{k=1}^{5} B^{(k)} e^{-\kappa (r_{ij} - R^{(k)})^2} + \frac{q_i q_j}{4 \pi \varepsilon_0 r_{ij}} \right]
\]

defined by the set of parameters, \( \{A, B^{(k)}, C^{(k)}\} \), and the positions of Gaussian peaks and minima, \( \{R^{(k)}\} \). The sum is over all pairs of CG particles. The Coulomb potential for interacting particles of charges \( q_i \) and \( q_j \) is scaled by the dielectric constant for water, \( \varepsilon = 80 \). We decided to include up to \( k = 5 \) Gaussian functions in the Hamiltonian to accurately capture the PMF structural properties represented by first three minima and first two maxima, as shown in Figure 2b.

Initial values for all Hamiltonian parameters can be obtained by fitting the above functional forms into ionic PMFs. A remark regarding the technical side of doing this is in order. First, we approximate the electrostatic interactions by the Debye–Hückel (DH) potential, \((1/r)e^{-\kappa r} \), with the Debye length, \( \kappa^{-1} \), corresponding to a given ionic concentration. The reason we substitute the real Coulomb interactions by DH potential follows from the fact that ionic PMF was obtained through averaging over all but two particles of interest. Indeed, on the level of mean field theory, the electrostatic interactions between any two ions in the electrolyte solution are represented by the screened Coulomb, or DH potential. As a result, all of the initial parameters, \( \{A, B^{(k)}, C^{(k)}, R^{(k)}\} \), follow from fitting analytical forms in eq 8, aside from the Coulomb potential, into the numerical difference between the all-atom PMF and the DH potential, as demonstrated in Figure 2a,b. Note, we used the DH potential exclusively for obtaining the initial guess of parameters for the short-range interactions. Because ions are explicitly present in the CG model, their bare interactions are Coulombic, and not of the DH form. Thus, we used the pure Coulomb potential, damped by the dielectric constant of water, in MD simulations of CG systems of many ions, as seen in eq 8. As discussed below, the trial values for Hamiltonian parameters obtained in a way just described generated ionic distributions already very plausible and close to the corresponding all-atom RDFs. In particular, relying upon the Debye–Hückel theory of electrolyte solutions resulted in a number of subsequent optimization steps significantly smaller than that had we started from a different and less physical approximation for electrostatic interactions during fitting (see section Optimizing the Hamiltonian Parameters and Comparing to All-Atom Results).

Hamiltonian as a Linear Combination of Physical Observables. As explained in the Methods section, the present optimization technique relies on representing the effective Hamiltonian in the following form, \( \mathcal{H} = \sum_a \{K_a S_a\} \), which is a linear decomposition over the \( N \) physical observables, \( \{S_a\} \), defined by a set of parameters \( \{K_a\} \). To elucidate what are physical observables in the current ionic problem, we analyze the structure of the effective Hamiltonian, eq 8. It follows that each type of effective ionic interactions is described by a very small number of observables, which are structure-based collective order parameters. For example, five collective modes characterizing structure of ionic “shells” are cumulative Gaussian functions, \( S_{\text{Gauss}} = \sum_{\text{allpairs}} e^{-C_q r - R^{(k)}} \), \( \alpha = 1...5 \), while the corresponding parameters \( \{K_a\} \) are given by the set of constants \( \{B^{(k)}\} \); see eq 8. Note, the linearity of the Hamiltonian implies that only coefficients \( \{K_a\} \) in the expansion \( \mathcal{H} = \sum_a K_a S_a \) are subject to adjustment by optimization procedure (see Methods section). Therefore, while optimizing \( K_a \)'s, we kept the Gaussian variances \( C_q \)'s and the positions \( R^{(k)} \)'s in observables \( S_{\text{Gauss}} \) to be equal to the values obtained from fitting the Hamiltonian (eq 8) into PMFs, as explained above. This is, indeed, a reasonable approximation, because both the width and the position of each Gaussian function remain unchanged in the course of optimization procedure (see Figures 3 and 4). It is worth noting, finally, that for observables \( S_{\text{Gauss}}^{(a)} \) to be physically meaningful, the variances of Gaussian functions should be extracted from their separate fitting into the corresponding peaks/minima of ionic PMFs and not from the best fit of the whole Hamiltonian into ionic PMF. This requirement reflects the locality of these observables and ensures the absence of spurious long-range correlations among \( \{S_{\text{Gauss}}^{(a)}\} \). The latter, in particular, significantly enhances the quality of the optimization procedure.

Analogously, the collective observable for excluded volume interactions is given by \( S_{\text{excl}}^{(a)} = \sum_{\text{allpairs}} (1/r^{12}) \), and the role of the corresponding scaling parameter is played by the constant \( A \). Finally, we do not associate the electrostatics with any observables because exact Coulomb interactions have no adjustable parameters. As a result, aside from electrostatics, \((5 \times 3) + 3 = 18 \) constants \( \{K_a\} \) enter the effective Hamiltonian, because

**Figure 2.** (a) The PMF (solid black line) representing Na–Cl interactions in a half-molar NaCl solution obtained by Boltzmann inversion of the corresponding all-atom RDF. For fitting purposes, it was decomposed into the Debye–Hückel (DH) potential and the remaining part characterizing structural ionic behavior. The latter was approximated by the repulsive \( (1/r)^2 \) potential and five Gaussian functions, as shown in panel (b). See the text for explanations.
there are five \( \{S^{\text{Gauss}}_i\} \) terms characterizing each of three types of ionic interactions (Na–Na, Na–Cl, and Cl–Cl), and also three corresponding excluded volume terms.

In the above discussion, \( K_R \)'s may be understood as fields “conjugate” to collective observables \( S_R \)'s. These fields are subject to optimization procedure aimed to reducing the difference between the expectation values of observables, \( \Delta \langle S_R \rangle = \langle S_R \rangle_{\text{CG}} - \langle S_R \rangle_{\text{AA}} \), averaged over CG and AA systems. From the other and equivalent perspective, \( S_R \)'s can be viewed as a set of basis functions over which an effective Hamiltonian is spanned. A completeness of the given basis set is consistent with all \( \Delta \langle S_R \rangle \)'s nearly vanishing after parameter optimization.

Parallels with prior related works can be drawn to illustrate various choices of physical observables. For example, in Swendsen’s original work, \( S_R \)'s indicated various cumulative spin products, corresponding to interactions between nearest-neighbor and distant spins, as well as many-spin interactions (generated by RG). Lyubartsev et al. expressed ionic radial distribution functions (RDF) in terms of \( S_R \)'s, where the latter were positional Dirac delta-functions. As discussed in the Methods section, this renders the inverse problem significantly ill-posed, even for simple systems characterized by pairwise interactions, but especially when many-body effects are taken into account. In our recent work on DNA coarse-graining, we related \( S_R \)'s to various collective modes associated with different types of effective molecular interactions in a DNA chain, such as bond, bending angle interactions, etc. In the present work, we follow a similar strategy to decompose the ionic Hamiltonian over a compact set of physically motivated collective observables.

**Optimizing the Hamiltonian Parameters and Comparing to All-Atom Results.** The trial set of Hamiltonian parameters, \( \{K_R^{(0)}\} \), derived from fitting the functional forms in eq 8 to the PMFs (see section Coarse-Grained Modeling of NaCl Solutions) generated very plausible ionic distributions, as shown in Figure 3. Evidently, such a good agreement with all-atom results is a consequence of utilizing the DH potential to approximate the electrostatic part of the ionic PMF. To further improve the quality of ionic distributions, we optimized the Hamiltonian parameters by solving eq 5 according to the technique outlined in the Methods. MD simulations of all CG systems were carried out using the Los Alamos atomic/molecular massively parallel simulator (LAMMPS). The details of the simulation protocol are provided in the Methods section.

It appeared that a very small number of optimization steps was required for all \( \Delta \langle S_R \rangle = \langle S_R \rangle_{\text{CG}} - \langle S_R \rangle_{\text{AA}} \) to nearly vanish. Because each \( \Delta \langle S_R \rangle \) is expressed in terms of cross-correlators for various CG degrees of freedom (see Methods section), this implies the absence of significant correlations between ions in a solution beyond DH correlations. For example, only one iteration was needed for the convergence of optimization procedure in a dilute 100 mM system of Na\(^+\) and Cl\(^-\) ions. At the same time, two and three iterative steps led to the convergence in systems with ionic concentrations of 300 and 500 mM, respectively. This trend may be explained by less pronounced correlation effects in a more dilute solution. Hence, among studied systems, the PMF is the best starting approximation for 0.1 M NaCl solution, and, consequently, the least number of optimization steps were needed. Ionic distributions for all three simulated systems at the initial and final stages of...
optimization procedure, as well as the corresponding all-atom RDFs, are shown in Figure 3.

Table 1 in the Supporting Information summarizes the final ionic parameters for NaCl solutions at 100, 300, and 500 mM concentrations. It is seen that parameters do not vary significantly as we alter the concentration of ions. Apparently, this is because the ionic RDFs are quite similar to each other, as indicated in Figure 1. As an additional test of the MRG-CG method, we derived an effective interaction potential for K\(^+\) and Cl\(^-\) ions by coarse-graining the 300 mM KCl solution. Both AA and CG KCl systems were simulated according to the MD protocols outlined in the Methods section. As in the case of NaCl systems, we used the DH approximation for electrostatic interactions among ions to extract the trial set of Hamiltonian parameters. The optimized ionic parameters are given in Table 2 of the Supporting Information. The quality of distributions for ions in the CG KCl system (not shown) appeared to be comparable to the quality of ionic distributions in NaCl systems (Figure 3). Particularly, an excellent agreement was found with the all-atomistic results, and only two iterative steps were needed to reach the convergence of optimization procedure.

As discussed above, the parameters for ions do not change significantly as the concentrations are varied between 0.1 and 0.5 M. Therefore, we suggest, for example, that the parameters obtained for 0.1 and 0.5 M solutions may be used to simulate slightly more dilute and more dense electrolyte solutions, respectively, outside of the 0.1—0.5 M range. At the same time, it has to be kept in mind that parameter transferability depends strongly on the specific question being asked: if, for example, the observable of interest is very sensitive to the ionic concentration, then the coarse-grained model may need to be parametrized for a particular concentration of interest. Conversely, if one is interested, for example, in elucidating the dependence of the conformational dynamics of DNA on the concentration of the ionic buffer in a range of common interest, 0.1—1 M, the use of parameters obtained here is expected to be satisfactory.

Because the initial distributions generated by the trial set of Hamiltonian parameters are already very close to the reference all-atomistic ones, we also carried out an additional optimization run in a 500 mM NaCl system starting from much less favorable initial conditions. The ionic distributions obtained at different stages of such optimization are shown in Figure 4. It follows that the present RG-based optimization method is robust, demonstrating good agreement among atomistic and coarse-grained distribution functions for various structural observables.

We can estimate the change in the total free energy difference, \(\delta F = \sum \alpha |K_{\alpha}\Delta S_{\alpha}|\), between AA and CG systems in the course of optimization procedure. As illustrated in the last panel of Figure 4, only seven iterations are needed to reduce the (average) total free energy difference between AA and CG systems to a small value within the statistical error of the simulation \(\langle \delta F \rangle \approx 0.6k_B T\). As noted earlier, when we utilized the DH approximation to infer the initial ionic parameters, the number of iterations were 1, 2, and 3, respectively, for 100, 300, and 500 mM NaCl solutions. Two optimization steps were needed for the 300 mM KCl solution. Finally, the discrepancies between the thermally averaged individual CG and AA terms, \(\|K_{\alpha}S_{\alpha}\|\), were on the order of 0.01\(k_B T\) per degree of freedom, indicating good correspondence between CG and AA Hamiltonians.

Because NaCl and KCl solutions are among the most commonly used salt buffers in both experimental studies (of,
e.g., DNA fibers and chromatin) and MD simulations, the obtained ionic parameters may be directly used in CG models of complex biological systems, where an explicit treatment of ions is desirable and necessary from physical standpoint. At the same time, the effective interactions between ions and the solute molecule itself have to be inferred from a separate analysis of the corresponding distribution functions. For example, in an ongoing work on incorporating an explicit NaCl salt into the recently developed CG DNA model,10 we use the present optimization scheme to capture the coupling between the dynamics of a DNA chain and the surrounding Na+ and Cl− mobile ions, along with the ionic parameters derived in this work to represent the bulk properties of the NaCl solution.

Discussion

We suggest that the present coarse-graining scheme compares favorably with other commonly used optimization methods. Interestingly, prior works using this method for spin15 and ionic systems11 did not clearly elaborate on the specifics of its close relationship to the RG theory. Here, we point out these connections and demonstrate how to generalize the method to achieve an arbitrarily high accuracy. We start by noticing that representing Hamiltonian as a linear decomposition over observables $S_n$ allows one to interpret the partition function,

$$Z'(\{K\}) \approx \sum \exp[-1/(k_B T)\sum_n K_n S_n],$$

as a generating function that can be differentiated to obtain all correlation functions,14

$$\langle S_1...S_n \rangle \approx \frac{\delta^n \ln Z'}{\delta K_1...\delta K_n} \tag{9}$$

Again, $K_n$’s here may be viewed as the fields “conjugate” to observables $S_n$’s. Thus, certain equivalence between the AA and CG partition functions may be achieved if their corresponding derivatives become equal. The equality of higher derivatives would suggest a more accurate correspondence. Hence, if two partition functions generate two identical sets of various auto- and cross-correlators of order $n$ and less (hence, identical $n$th derivatives of the free energies), we can think of $n$ as a degree of similarity between two generating functions. From this perspective, Swendsen’s optimization method, which matches only first moments in distributions over observables $S_n$, corresponds to order $n = 1$ of equivalency between CG and AA systems. Within the present framework, it is straightforward to achieve higher accuracy in CG system description by demanding the coincidence of higher moments in $S_n$. This, in turn, would require computing (cross) correlators of order $n + 1$, to be used in equations equivalent to eq 5.

For example, we can use the condition $\Delta(S_{n+1} S_n) \approx 0$ to match various second-order correlators, ensuring the equivalence of second-order derivatives of CG and AA free energies with respect to conjugate fields, $\{K_n\}$. In that case, the system of $N$ linear equations, eq 5, would be supplemented by $N(N − 1)/2$ equations for $\Delta(S_{n+1} S_n)$ expressed in terms of various correlators of the third order. Because simple electrolyte solutions are characterized by a relatively small number of observables, $N \approx 10^2$, it is computationally feasible to solve such an extended system of (still linear) equations. It is worth noting that discrepancy in higher order correlators is not expected in simple homogeneous systems, such as relatively dilute electrolyte solutions described in this work; however, this issue may become important in heterogeneous systems. In particular, we have found in a related study that to accurately capture the coupling between the dynamics of the DNA chain and the surrounding ionic atmosphere, the latter being strongly inhomogeneous along the macromolecule, it is necessary to ensure that second-order correlators are well reproduced. This will be elaborated elsewhere.

It is also interesting to qualitatively compare the MRG-CG technique, elaborated here, with other approaches to coarse-graining, in particular, where many-body correlations are taken into account. The multiscale coarse-graining (MS-CG) method developed by Voth and co-workers is based on the force matching between atomistic and coarse-grained systems to obtain CG model parameters.33–35 This technique has been applied to the coarse-graining of mixed lipid bilayers, peptides, and ionic liquids.36 The major difference between the present and the MS-CG techniques comes from different ways of practically implementing low-order truncations. In that regard, it will be interesting to compare these methods, when applied to various systems, in terms of obtaining unique, transferrable solutions and the accuracy of the CG force field, as compared to the reference atomistic simulations. Yet another physical coarse-graining approach, which takes into account many-body interactions, has been developed by Scheraga and co-workers in the context of developing a CG protein force field.37 Their approach, however, is very different from our approach, based on a high-temperature cumulant expansion. It would be interesting to apply this technique to coarse-grain electrolyte solutions and compare the obtained accuracy with the MRG-CG results, presented in this work.

In summary, our generalization of Swendsen’s method compares favorably with many other commonly used alternative schemes aimed at matching some ad-hoc structural characteristics (see ref 38 and references therein), but not partition functions. The MRG-CG method was recently applied10 to develop a two-bead double-stranded DNA model, where complicated correlations among polymeric degrees of freedom were taken into account. In the current work, we showed that structural properties of monovalent ionic solutions are accurately captured by a small number of the collective dynamic modes, on which the whole system dynamics is projected to build up the effective Hamiltonian. The optimization scheme for finding Hamiltonian parameters is computationally efficient, as confirmed by ionic RDFs and quick reduction of the free energy difference between AA and CG systems. We estimate the error between AA and CG Hamiltonians to be less than 0.01$k_B T$ per degree of freedom. By showing the close relationship between our technique and the RG theory, we suggest this method might allow one to achieve high accuracy in coarse-graining of many molecular systems. In general, we expect that CG models of various complex biological molecules, including electrostatic and hydration effects, can be built with the present technique. However, atomistic simulations need to be equilibrated; thus, coarse-graining of proteins remains an interesting challenge.
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